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Abstract

Loss of regularity of solutions to hyperbolic partial differential equations is one of the cen-
tral research issues in classical as well as modern analysis of partial differential equations.
Suprisingly, this phenomenon of loss which is well-known in the study of degenerate hy-
perbolic equations with regular coefficients appears even in the case of strictly hyperbolic
equations when the coefficients are irregular.

In this thesis, we study Cauchy problems for singular hyperbolic equations of the form(
∂2t + A(t, x,Dx)∂t +B(t, x,Dx)

)
u(t, x) = f(t, x), (t, x) ∈ (0, T ]× Rn, T <∞,

where A and B are linear partial differential operators some of whose coefficients or their
t-derivatives tend to infinity in some sense as t → 0. In particular, our interest is either
blow-up or infinitely many oscillations near t = 0 and polynomial growth in x. A study
of such problems is motivated by applications in cosmology, transonic gas dynamics and
nonlinear Kirchhoff type equations modeling transversal vibrations of elastic string.

We use energy estimates to establish global well-posedness, cone condition and loss
of regularity for a class of singular hyperbolic equations with coefficients displaying poly-
nomial growth in x and Cauchy data in an appropriate Sobolev space. In order to study
the interplay of the singularity in t and unboundedness in x, we consider a special class
of metrics on the phase space. Our methodology relies upon two important techniques:
the subdivision of the extended phase space using the Planck function associated to the
metric and conjugation of a first order system corresponding to the singular equation.
It is well-known in the theory of hyperbolic operators that the irregularity in t needs to
be compensated by a higher regularity in the x variable. This “balancing” operation is
the key to understand the loss of regularity. The conjugation brings this balance and
even encodes the quantity of the loss. In order to overcome the difficulty of tracking
a precise loss in our context we introduce a class of parameter dependent pseudodiffer-
ential operators of the form eν(t)Θ(x,Dx) for the purpose of conjugation. This operator
compensates, microlocally, the loss of regularity of the solutions. The operator Θ(x,Dx)
explains the quantity of the loss by linking it to the metric on the phase space and the
singular behavior, while ν(t) gives a scale for the loss. We call the conjugating operator
as loss operator. The operators with loss of regularity are transformed to “good” op-
erators by conjugation. This helps us to derive “good” a priori estimates for solutions
in the Sobolev space associated with the loss operator. We establish that the metric
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governing the conjugated operator is conformally equivalent to the initial metric where
the conformal factor is given by the symbol of the operator Θ(x,Dx).

Depending on the order of loss operator we report that the solution experiences zero,
arbitrarily small, finite or infinite loss of regularity in relation to the initial datum. In-
cidentally, our analysis completely settles the well-posedness issue for the oscillatory be-
havior. Further, we derive anisotropic cone conditions for the singular hyperbolic Cauchy
problems. The L1 integrability of the singularity guarantees that the propagation speed
is finite. We report that even the weight function governing the growth of coefficients in
x variable influences the geometry of the slope of the cone.

Keywords: Singular hyperbolic Cauchy problems, Blow-up, Oscillations, Global well-
posedness, Loss of regularity, Metric on the phase space, Pseudodifferential operators,
Energy estimate
MSC 2010: 35L81, 35L15, 35B65, 35B30, 35S05
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Chapter 1

Introduction

Analysis takes back with one hand what it gives with the other. I recoil with fear
and loathing from that deplorable evil: continuous functions with no derivatives.

— Hermite to Stieltjes, 1893

Let us consider a second order partial differential operator of the form

P (t, x,Dt, Dx) = D2
t +

∑
j+|α|≤2
j<2

aj,α(t, x)D
α
xD

j
t , (t, x) ∈ [0, T ]× Rn,

where Dt = −i∂t, Dx = −i∇x, α ∈ Nn
0 is a multi-index and the variables t and x represent

time and space, respectively. The operator P is said to be hyperbolic in the direction t if
the roots τj(t, x, ξ), j = 1, 2, of the characteristic equation

τ 2 +
∑

j+|α|=2
j<2

aj,α(t, x)ξ
ατ j = 0, (t, x, ξ) ∈ [0, T ]× Rn

x × Rn
ξ ,

are real. If the real roots τj are also distinct for (t, x, ξ) ∈ [0, T ]× Rn × (Rn \ {0}), then
we say that the operator P is strictly hyperbolic in the direction t. Further, P is weakly
hyperbolic if it is hyperbolic but not strictly hyperbolic.

Given a Cauchy problem for the operator P,

Pu(t, x) = f(t, x)

u(0, x) = u0(x), ∂tu(0, x) = u1(x),

}
(1.0.1)

it is natural to ask the question of well-posedness in the sense of Hadamard.

Definition 1.0.1. (Well-Posedness [38, 29]) Wellposedness of a Cauchy problem with
respect to chosen topological spaces for - the initial data, the non-homogeneous term and
the solution, means the existence, uniqueness and continuous dependence of the solution
in the topologies of the given spaces.
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Chapter 1. Introduction

In the case of smooth coefficients, way back in 1932 Hadamard [38] (see also [52, 57])
proved that the hyperbolicity is a necessary condition for C∞ well-posedness of the
Cauchy problem. But hyperbolicity alone does not guarantee well-posedness in C∞.
A sufficient condition for well-posedness in C∞ is strict hyperbolicity, see [67, 53, 36].
In this thesis, we are interested in strictly hyperbolic Cauchy problems with non-smooth
coefficients.

Second order hyperbolic equations with Lipschitz coefficients that depend only on
time were the subject of research starting in the 1970s and 1980s. When the coefficients
of the equation are in L∞([0, T ]) and Lipschitz continuous then the Cauchy problem is
C∞ well-posed. More precisely, the Cauchy problem is well-posed in Sobolev spaces and
one can prove that for all (u0, u1) ∈ Hs(Rn)×Hs−1(Rn), s ∈ R, there is a unique solution
in C

(
[0, T ];Hs(Rn)

)
∩ C1

(
[0, T ];Hs−1(Rn)

)
, see [40, Chapter 9].

Non-Lipschitz coefficients arise naturally in wave propagation in non-smooth media
and are of practical importance, for example in seismology [26, 45]. This warrants the
study of strictly hyperbolic Cauchy problems with non-Lipschitz coefficients. This study
presents an interesting phenomenon called loss of regularity index in Sobolev spaces, that
is, the Sobolev regularity index of the solution is lesser than that of the Cauchy data.

Broadly speaking, in the literature, the non-Lipschitzness is characterized by

(T1) Singular behavior: blow-up rate and oscillations characterized by the coefficients
and their derivatives

(T2) Modulus of continuity based irregularity: ranging till Hölder continuity

(T3) Second variation based irregularity: Zygmund and log-Zygmund continuity

Works on (T1) - (T3) irregularities have a long standing history in the study of strictly
hyperbolic equations (a brief literature survey on well-posedness results related to these
irregularities is presented in the following sections). In this work, we primarily focus on
the irregularity of type (T1) which has found fruitful applications in cosmology, transonic
gas dynamics and the study of nonlinear Kirchhoff type equations (see Appendix D for
the details).

1.1 Overview

We study the Cauchy problem (1.0.1) when the operator coefficients or their t-derivatives
tend to infinity in some sense as t → 0. Such problems are called singular hyperbolic
Cauchy problems, see [7]. Our main interest is the optimality of loss when the coefficients
are singular in time and unbounded in space. In particular, our interest is either blow-up
or infinitely many oscillations near t = 0 and polynomial growth in x. The polynomial
growth in x is characterized by generic weights ω(x) and Φ(x). We consider the coefficients
aj,α(t, x) such that aj,α(·, x) ∈ C∞(Rn) satisfies the estimate

|∂βxaj,α(·, x)| ≤ Cβ ω(x)
2−jΦ(x)−|β|, (1.1.1)

for some positive constant Cβ and multi-index β ∈ Nn
0 . The functions ω(x) and Φ(x) are

positive monotone increasing in |x| such that 1 ≤ ω(x) ≲ Φ(x) ≲ 〈x〉 = (1 + |x|2)1/2.

2



1.1. Overview

These functions specify the structure of the differential equation in x variable. We discuss
the properties of these functions in Section 2.1. In order to study the interplay of the
singularity in t and unboundedness in x, we consider a class of metrics on the phase space
of the form

gΦ,k =
|dx|2

Φ(x)2
+

|dξ|2

〈ξ〉2k
,

where Φ(x) is as in (1.1.1) and 〈ξ〉k = (k2 + |ξ|2)1/2 for an appropriately chosen k ≥ 1.
Note that the functions ω(x) and Φ(x) are associated with the weight and the metric
respectively. We discuss the properties of these metrics in Chapter 2.

Example 1.1.1. The function f(x) = 〈x〉 2
3

(
2 + sin

(
〈x〉 1

3

))
satisfies the estimate

|∂βxf(x)| ≲ ω(x)Φ(x)−|β|,

for ω(x) = 〈x〉 2
3 and Φ(x) = 〈x〉 1

3 .

Figure 1.1: Plot of Example 1.1.1

We use energy estimates to establish global well-posedness, cone condition and loss of
regularity for a class of singular hyperbolic equations with coefficients displaying polyno-
mial growth in x and Cauchy data in an appropriate Sobolev space tailored to a metric
on the phase space and singular behavior. Our methodology relies upon two important
techniques: the subdivision of the extended phase space using the Planck function asso-
ciated to the metric and conjugation of a first order system corresponding to the singular
equation. The irregularity in t needs to be compensated by a higher regularity in the x
variable. This balancing operation is the key to understand the loss of regularity. The
conjugation operation brings this balance and even encodes the quantity of the loss. In
order to overcome the difficulty of tracking a precise loss in our context, we introduce a
class of parameter dependent pseudodifferential operators of the form

eν(t)Θ(x,Dx),

3



Chapter 1. Introduction

for the purpose of conjugation. This operator compensates, microlocally, the loss of
regularity of the solutions. The operator Θ(x,Dx) explains the quantity of the loss by
linking it to the metric on the phase space and the singular behavior while ν(t) gives a
scale for the loss. We call the conjugating operator as loss operator. The operators with
loss of regularity are transformed to good operators by the conjugation. This helps us to
derive good a priori estimates of solutions in the Sobolev space associated with the loss
operator. We establish that the metric governing the conjugated operator is conformally
equivalent to the metric gΦ,k where the conformal factor is given by the symbol of the
operator Θ(x,Dx).

Depending on the order of the loss operator, we report that the solution experiences
zero, arbitrarily small, finite or infinite loss of regularity in relation to the initial datum.
Incidentally, our analysis completely settles the well-posedness issue for the oscillatory
behavior.

Further, we derive optimal cone conditions for the solutions of the singular hyperbolic
Cauchy problems. The L1 integrability of the singularity guarantees that the propaga-
tion speed is finite. We report that even the weight function governing the growth of
coefficients in x variable influences the geometry of the slope of the cone in such a manner
that the slope grows as |x| grows.

1.2 Literature Survey

In this section, we present various well-posedness and regularity results from the literature
when the coefficients are non-Lipschitz in time and smooth in space, and outline the
results from this thesis in the context of singular behavior.

1.2.1 Singular Behavior

The main interest of this thesis is the singular behavior characterized by either blow-up
or infinitely many oscillations near the hyperplane t = 0. Let us look at these two cases
in detail.

Oscillatory Behavior

Following is a classification of oscillations given by Reissig [69, 50].

Definition 1.2.1 (Oscillatory Behavior [69, 50]). Let c = c(t) ∈ L∞([0, T ]) ∩ C2((0, T ])
satisfy the estimate ∣∣∣∣ djdtj c(t)

∣∣∣∣ ≲ ( | ln t|γ̃

t

)j
, j = 1, 2. (1.2.1)

We say that the oscillating behavior of the function c(t) is

• very slow if γ̃ = 0

• slow if γ̃ ∈ (0, 1)

• fast if γ̃ = 1

4



1.2. Literature Survey

• very fast if (1.2.1) is not satisfied for γ̃ = 1.

We modify the above classification in order to refine the definition for very fast oscil-
lation.

Definition 1.2.2 (Oscillatory Behavior). Let c = c(t) ∈ L∞([0, T ]) ∩ C2((0, T ]) satisfy
the estimate ∣∣∣∣ djdtj c(t)

∣∣∣∣ ≲ ( | ln t|γ̃Iq
tq

)j
, (1.2.2)

for j = 1, 2 and q ≥ 1. The function Iq is such that Iq ≡ 1 if q = 1 else Iq ≡ 0. We say
that the oscillating behavior of the function c(t) is

• very slow if q = 1 and γ̃ = 0

• slow if q = 1 and γ̃ ∈ (0, 1)

• fast if q = γ̃ = 1

• very fast if q > 1 or else γ̃ > 1 when q = 1.

When q = 1, note that both the above definitions match. Based on our work, we have
redefined very fast oscillation by introducing the case of q > 1. Observe that when q > 1
the contribution from the logarithmic factor is negligible as | ln |γ̃ ≲ t−ε for any ε > 0

and one can replace | ln t|γ̃
tq

by 1
tq̃

where q̃ = q + ε.
The borderline case q = 1 is more challenging. A pioneering work in this direction

was done by Yamazaki [77] in 1990 who considered very slowly oscillating (γ̃ = 0, q = 1)
coefficients that depend only on time. The author reports Sobolev well-posedness without
any loss in regularity index.

Order of
Oscillations Regularity in t

of coefficients

Growth in x
of coefficients Loss of regularity

index for solution Ref.
q γ̃ ω Φ

1 (0, 1) L∞([0, T ]) ∩ C2((0, T ]) 1 1 Zero to
arbitrarily small [69]

1 (0, 1) C2((0, T ]) ω(x) Φ(x)
Zero to

arbitrarily small [65]

1 1 L∞([0, T ]) ∩ C∞((0, T ]) 1 1 Finite [50]
1 1 L∞([0, T ]) ∩ C∞((0, T ]) 〈x〉 〈x〉 Finite [75]

1 [1,∞) C2((0, T ]) ω(x) Φ(x)
Finite to
Infinite [65]

(1,∞) - C1((0, T ]) 1 1 Infinite [9](
1, 3

2

)
- C1((0, T ]) ω(x) Φ(x) Infinite [62]

Table 1.1: Loss of regularity in case of oscillatory coefficients. Rows in bold correspond
to the results of this thesis.

Reissig [69, Theorem 8] considered the coefficients independent of x and oscillating in
t. The author reports no loss, arbitrary small loss, finite loss and infinite loss of derivatives
for the cases very slow, slow, fast and very fast oscillations, respectively. These results
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Chapter 1. Introduction

were partially extended to the case of coefficients depending on both t and x in [69,
Theorem 13] and [50, Theorem 1.2] where C∞ well-posedness is established through the
construction of a parametrix. But this extension requires the condition

|∂jt ∂βxaj,α(t, x)| ≤ Cj,β

(
1

t

(
ln

1

t

)γ̃)j

, for all j ∈ N0, β ∈ Nn
0 , (1.2.3)

where γ̃ ∈ [0, 1]. Uday Kiran et al. [75] extended these results to the SG setting, i.e.,
Φ(x) = ω(x) = 〈x〉 in (1.1.1) and an additional factor 〈x〉2−j multiplied to the right
hand side of the inequality in (1.2.3). The authors report well-posedness in S ′ (Rn) with
finite loss in regularity index. It should be noted that these extensions partially settle
the well-posedness issue for oscillatory behavior case as they require the coefficients to
possess all the t-derivatives in (0, T ].

In this thesis we consider the Cauchy problem (1.0.1) with coefficients displaying
varied rates of oscillations in t (specified by just the first and second t-derivatives of the
coefficients) and a polynomial growth in x governed by generic weights Φ(x) and ω(x). In
this thesis we completely settle the well-posedness issue for the oscillatory behavior. In
Chapters 4 and 5, we show that the solution experiences zero, arbitrarily small, finite and
infinite loss in the regularity index in relation to the Cauchy data defined in a Sobolev
space tailored to the metric and the order of oscillations for the cases very slow, slow, fast
and very fast oscillations, respectively. Table 1.1 summarizes the results of this thesis in
the context of oscillatory behavior.

Blow-up

Inspired from the classification for oscillations, we have come up with the following scale
for the blow-up rate based on the amount of loss in regularity of solution for the associated
Cauchy problem.

Definition 1.2.3 (Blow-up Rate). Let c = c(t) ∈ L1((0, T ]) ∩ C1((0, T ]) satisfy the
estimates

|c(t)| ≲ 1

tp
| ln t|γ̃Iq ,

|∂tc(t)| ≲
1

tq
| ln t|(γ̃−1)Iq ,

 (1.2.4)

with q ∈ [1,∞), p ∈ [0, 1), p ≤ q − 1 and γ̃ > 0. The function Iq is such that Iq ≡ 1 if
q = 1 else Iq ≡ 0. We say that the blow-up rate of the function c(t) is

• mild if q = 1, p = 0, γ̃ ∈ (0, 1)

• logarithmic if q = 1, p = 0, γ̃ = 1

• strong if q = 1, p = 0, γ̃ ∈ (1,∞)

• very strong if q > 1, p ∈ [0, 1).
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1.2. Literature Survey

Rate of
Blow-up Regularity in t

of coefficients

Growth in x
of coefficients Loss of regularity

index for solution Ref.
p q γ̃ ω Φ

0 1 (0, 1) C1((0, T ]) ω(x) Φ(x)
Arbitrarily

small [64]

0 1 1 C1((0, T ]) - - Finite [15]
0 1 1 C1((0, T ]) 1 1 Finite [9]
0 1 1 C1((0, T ]) ω(x) Φ(x) Finite [63]
0 1 (1,∞) C2((0, T ]) ω(x) Φ(x) Infinite [65]

[0, 1) (1,∞) - C1((0, T ]) - - Infinite [15](
0, 1

2

) (
1, 3

2

)
- C1((0, T ]) ω(x) Φ(x) Infinite [66]

Table 1.2: Loss of regularity in case of coefficients blowing-up at t = 0. Rows in bold
correspond to the results of this thesis.

Cicognani [9] studied well-posedness of (1.0.1) for the case ω(x) = Φ(x) = 1 and
atmost logarithmic blow-up in t. The author reports Sobolev well-posedness for the
Cauchy problem (1.0.1) with a finite loss of derivatives. Colombini et al. [15] considered
the Cauchy problem (1.0.1) with operator coefficients independent of x with very strong
blow-up in t. They report well-posedness in Gevrey space Gσ, 1 ≤ σ < q−p

q−1
, with infinite

loss of derivatives.
In this thesis we consider the Cauchy problem (1.0.1) with coefficients displaying

varied rates of blow-up in t and a polynomial growth in x governed by generic weights
Φ(x) and ω(x). In Chapters 3, 4 and 6, we show that the solution experiences arbitrarily
small, finite and infinite loss in the regularity index in relation to the Cauchy data
defined in Sobolev space tailored to the metric and the order of blow-up for the cases
mild, logarithmic, strong and very strong blow-up, respectively. Table 1.2 summarizes
the results of this thesis in the context of blow-up near t = 0.

1.2.2 Other Types of Non-Lipschitz Behavior

In this section, we look at some of well-posedness and regularity results from the literature
when the modulus of continuity or second variation is used to describe the regularity of
the coefficients with respect to time.

Modulus of Continuity Based Irregularity

Let us first recall what we mean by the term modulus of continuity.

Definition 1.2.4 (Modulus of continuity and µ-continuity). We call µ : [0, 1] → [0, 1] a
modulus of continuity, if µ is continuous, concave and increasing and satisfies µ(0) = 0.
A function f ∈ C(Rn) is µ continuous if and only if

|f(x)− f(y)| ≤ Cµ(|x− y|),

for all x, y ∈ Rn, |x− y| ≤ 1 and some constant C.

7



Chapter 1. Introduction

Modulus of continuity Commonly called
µ(s) = s Lipschitz-continuity

µ(s) = s
(
ln
(
1
s

)
+ 1
)

Log-Lipschitz-continuity
µ(s) = sα, α ∈ (0, 1) Hölder-continuity

Table 1.3: Typical examples of moduli of continuity

Colombini, De Giorgi and Spagnolo pioneered in 1979 the study of loss of regularity
of solution to a strictly hyperbolic Cauchy problem with non-Lipschitz coefficients de-
pending only on time. They proved in [13] that log-Lipschitz regularity is the optimal
one for Sobolev and hence, C∞ well-posedness with loss of derivatives. In this case, more
precisely, they showed that there exists δ > 0 (depending on the log-Lipschitz norm of
the coefficients) such that for all (u0, u1) ∈ Hs(Rn)×Hs−1(Rn), s ∈ R, there is a unique
solution in C

(
[0, T ];Hs−δ(Rn)

)
∩ C1

(
[0, T ];Hs−1−δ(Rn)

)
. Further, if the coefficients are

Hölder continuous of exponent α ∈ (0, 1), then (1.0.1) is Gσ well-posed for all σ < 1
1−α .

Colombini and Lerner [17] considered second-order operators with L∞ coefficients
which are log-Lipschitz in both time and space. They proved well-posedness in Sobolev-
spaces with finite loss of derivatives and established the log-Lipschitz regularity as the
natural threshold beyond which no Sobolev well-posedness could be expected. Consider-
ing operators whose coefficients are Hölder continuous in time and Gevrey in the spatial
variables, Nishitani [60] and Jannelli [46] were able to extend the results of [13]. Ci-
cognani [8] extended the results of [17, 60, 46] to equations of order m and considered
coefficients that are log-Lipschitz and Hölder continuous in time and B∞(Rn) regular in
space.

For second order equations, Cicognani and Colombini [11] provided a classification,
linking the loss of derivatives to the modulus of continuity of the coefficients with respect
to time. In 2017, Cicognani and Lorenz [12] extended these results to mth order equations
with coefficients diplaying B∞(Rn) regularity in x and linked the loss of derivatives not
only to the modulus of continuity but also to the weight sequence (see Definition 2.2 in
[12]) in spacial variable of the coefficients. The results in [12] demonstrate a well-known
fact in the context of the study that one has to compensate for the irregularity in time
by assuming higher regularity in space.

Ascanelli and Cappiello [3, 2] initiated the study of loss of regularity when the coef-
ficients are polynomially growing in x and log-Lipschitz or Hölder continuous in t. The
authors report that the solution experiences finite loss of not only derivatives but also
decay in weighted Sobolev spaces for the log-Lipschitz case [3] while for the Hölder con-
tinuous case [2] they prove well-posedness in Gelfand-Shilov spaces with infinite loss of
regularity.

Second Variation Based Irregularity

Let us now look at some of the well-posedness and regularity results when the irregularity
in time variable of the coefficients is dictated by second variation based regularities:
Zygmund and log-Zygmund.

8



1.3. Motivating Examples and Counterexamples

Definition 1.2.5. A function f ∈ L∞(Rn) is said to be Zygmund continuous if

sup
x∈Rn

|f(x+ y) + f(x− y)− 2f(x)| ≤ C|y|, |y| < 1,

and log-Zygmund if right-hand-side of the above inequality is replaced by C|y| ln
(
1 +

(
1
|y|

))
.

Though we have the embedding Lipschitz ↪→ Zygmund ↪→ log-Lipschitz, Zygmund reg-
ularity is a condition on second variation, hence it is not related to the modulus of
continuity based irregularity considered by Cicognani and Colombini [11].

Hyperbolic equations with Zygmund coefficients appear in various geophysical ap-
plications [45] where wave propagation in a media described by multifractal behavior is
studied. As for the well-posedness results, Colombini e.al [14, 19] studied the Cauchy
problem (1.0.1) with Zygmund and log-Zygmund type assumptions on time, and proved
Sobolev well-posedness without loss and with finite loss of derivatives, respectively. The
authors also investigated the case of coefficients log-Zygmund in time and log-Lipschitz
in space. They report in [18] that solution experiences time depedent loss of derivatives
in the Sobolev spaces Hs(Rn), s ∈ R.

Remark 1.2.1. It should be noted that singular behavior is different from the modulus
of continuity based irregularity. It is possible to construct a function f1 ∈ C1(0, T ] and
log-Lipschitz continuous in [0, T ], such that

lim sup
t→0+

tq |f ′
1(t)| = +∞

for all q ≥ 1. Conversely, it is easy to find a function f2 ∈ C([0, T ]) ∩ C1(0, T ] but
Hölder-continuous on [0, T ] for no α < 1, such that

lim sup
t→0+

t |f ′
2(t)| < +∞.

We refer to Appendix C for the details.

1.3 Motivating Examples and Counterexamples

One may ask, in the context of singular hyperbolic Cauchy problems, the following per-
tinent questions:

1. Does loss of regularity really appear? If so, what is the amount of loss?

2. Can we have problems where uniqueness is compromised?

In this section we provide certain examples answering the above questions. We cover
various cases such as finite loss, no loss, nonuniqueness and infinite loss. The case of
infinite loss is challenging as it involves construction of a singular coefficient using tech-
niques from spectral theory of pseudodifferential operators on Rn and Baire categorical
arguments.

9
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1.3.1 Finite Loss
The following example shows that one can encounter finite loss when the coefficients of
lower order terms are singular. Let (t, x) ∈ [0, T ]× R.

Example 1.3.1. (Pattar-Kiran[66])
(
∂2t − ∂2x +

1

2t
(∂t − (4m+ 1)∂x)

)
u(t, x) = 0,

u(0, x) = u0(x), ∂tu(0, x) = (4m+ 1)∂xu0(x),

(1.3.1)

for some m ∈ N0. The solution to the above Cauchy problem is given by

u(t, x) =
m∑
j=0

C
(m)
j tj∂jxu0(x+ t), (1.3.2)

for C(m)
j of the form

C0 = 1, C
(m)
j =

(−2)j

j!

(m)j(
−1

2

)
j

, j ≥ 1,

where (y)j, y ∈ R, is the jth falling factorial of y [20, page 6] given by

(y)j = y(y − 1) · · · (y − j + 1).

Notice that the solution u(t, x) in (1.3.2) is expressed using first m derivatives of the
initial datum u0(x). This leads to a loss in regularity index by m amount. For example,
let m = 1, and

u0(x) = H(x) + sin(x2) ∈ Hs1,−1
⟨x⟩,1 , s1 <

1

2
,

where H(x) is Heaviside function and Hs1,s2
Φ,k , (s1, s2) ∈ R2 is a weighted Sobolev space as

in Definition 3.1.2. Then, u(t, x) is given by

u(t, x) = H(x+ t) + sin(x+ t)2 + 4t
(
δ(x+ t) + 2(x+ t) cos(x+ t2)

)
∈ Hs1−1,−2

⟨x⟩,1 ,

where δ(x) is Dirac delta distribution.

1.3.2 No Loss
It is not always that we have loss of regularity in the case of singular hyperbolic Cauchy
problems. Following examples demonstrate this point.

Example 1.3.2. (Pattar-Kiran[66])
(
∂2t − ∂2x −

2

t
∂x

)
u(t, x) = 0

u(0, x) = 0, ∂tu(0, x) = u0(x).

(1.3.3)

The solution to the above Cauchy problem is given by

u(t, x) = tu0(x+ t).

10



1.4. Content of the Thesis

The following example demonstrates that when the coefficient of the top order term
is oscillatory but in C1((0, T ]) ∩ W 1,1((0, T ]) and that of the lower order term is in
C1((0, T ]) ∩ L1((0, T ]), one may have no loss.

Example 1.3.3. (Pattar-Kiran[66])
(
∂2t −

(
2 + sin

√
t
)2
∂2x −

cos
√
t

2
√
t
∂x

)
u(t, x) = 0

u(0, x) = u0(x), ∂tu(0, x) = 2∂xu0(x).

(1.3.4)

The solution to the above Cauchy problem is given by

u(t, x) = u0

(
x+

∫ t

0

(2 + sin
√
s)ds

)
.

1.3.3 Nonuniqueness
The following example demonstrates that one may even encounter nonuniqueness when
the coefficients are singular.

Example 1.3.4. (Pattar-Kiran[66])
(
∂2t − ∂2x −

1

t
(∂t + 3∂x)

)
u(t, x) = 0

u(0, x) = 0, ∂tu(0, x) = 0.

(1.3.5)

The solution to the above Cauchy problem is given by

u(t, x) = t2ϕ(x+ t),

for any function ϕ(x).

1.3.4 Infinite Loss
In Sections 3.6 and 4.7 we generate a residual set of singular coefficients that lead to
infinite loss of regularity. It should be noted that when the assumptions that guarantee
a finite loss in regularity are not satisfied, the infinite loss is the common behavior for
solutions.

1.4 Content of the Thesis

In this section, we briefly outline the contents of the thesis. For detailed discussions, see
the respective chapters.

In Chapter 2, we outline the methods and tools necessary for the analysis. Chapters 3
to 6 are devoted to addressing global well-posedness issues for varied rates of oscillations
and blow-up. Following is the chapterwise break up of the singular behavior.

Chapter 3: Mild and Logarithmic Blow-up

11
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Chapter 4: Oscillations and Strong Blow-up: q = 1 Case

Chapter 5: Very fast Oscillations: q > 1 Case

Chapter 6: Very Strong Blow-up

We conclude in Chapter 7 by summarising the results obtained in this thesis and identify
some interesting questions for future research.
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Chapter 2

Our Methods and Tools

The method of energy estimates is much more robust and general method than the
explicit construction of the parametrix.

— Victor Ivrii, Microlocal Analysis, Sharp Spectral Asymptotics and Applications I (page XLV).

In this chapter we outline our methodology in dealing with singular hyperbolic Cauchy
problems by introducing the tools and techniques that we employ.

Observe that the operator coefficients of the Cauchy problem (1.0.1) under our con-
sideration are dependent on x as well. This means that we can not use Fourier transform
directly as in [15, 16]. One can bypass this problem by using the following three methods:

■ Pseudodifferential calculus (see for example [9, 3, 2, 62, 63, 65])

■ Littlewood-Paley decomposition and paradifferential calculus (see for example [17,
14, 18])

■ Construction of a parametrix (see for example [50, 16, 75])

In this thesis we use pseudofifferential calculus to obtain energy estimates. It is worth
noting that paradifferential calculus is available only for the case of coefficients bounded
with respect to the space variable. Developing the paradifferential calculus first for the SG
setting (Φ(x) = ω(x) = 〈x〉) would be an interesting issue to consider. The construction
of a parametrix depends on the Fourier integral operator calculus which is available only
for the cases Φ(x) = ω(x) = 1 (see [44]) or Φ(x) = ω(x) = 〈x〉 (see [23, 22]). Weighing
these issues of the last two methods against the availability of the sophisticated pseu-
dodifferential operator calculus for a generic metric on the phase space (see for example,
[43, 21, 58, 54]), we have chosen the pseudodifferential operator calculus in dealing with
the singular hyperbolic Cauchy problems.

In the following, we introduce certain tools from the pseudodifferential operator theory
and phase space analysis. We employ these tools in the forthcoming chapters to deal with
the singular behavior in our context.
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Chapter 2. Our Methods and Tools

2.1 Metric on the Phase Space

Although the pseudodifferential operator theory has its roots in the theory of singular
integrals and Fourier analysis, it was reinitiated and popularized in 1960s by Kohn and
Nirenberg [59]. It was subsequently refined and extended using a generic Riemannian
metric on the phase space by many authors, notably Hörmander [43], Rodino [58] and
Lerner [54]. The theory has become one of the powerful tools in the modern theory of
partial differential equations as it offers a meaningful and flexible way of applying Fourier
techniques to the study of variable coefficient operators.

Metrics on the phase space are now widely used in the pseudodifferential operator the-
ory to address the solvability and regularity issues [54]. Last decade has seen the complete
resolution of the Nirenberg-Treves conjecture [28] and more recently in obtaining the loss
of derivatives in the Ivrii-Petkov conjecture [6, 61] - thanks to the metric on the phase
space for both these achievements. Furthermore, global issues in the pseudodifferential
theory require a direct application of the metrics on phase space.

The notion of a metric on phase space T ∗Rn (∼= R2n) was first introduced by Hör-
mander [43, Chapter 18] who studied smooth functions p(x, ξ) called symbols using the
metric

gx,ξ = 〈ξ〉2δ|dx|2 + |dξ|2

〈ξ〉2ρ
, 0 ≤ δ < ρ ≤ 1.

That is, the symbol p(x, ξ) satisfies for some m ∈ R and Cαβ > 0,

|∂αξ ∂βxp(x, ξ)| ≤ Cαβ〈ξ〉m−ρ|α|+δ|β|,

where α, β ∈ Nn
0 are multi-indices. In a more general framework created by Beals and

Fefferman [4, 5, 58], we can consider the symbol p(x, ξ) that satisfies the estimate for
some Cαβ > 0,

|∂αξ ∂βxp(x, ξ)| ≤ CαβM(x, ξ)Ψ(x, ξ)−|α|Φ(x, ξ)−|β|,

where the positive functions M(x, ξ),Ψ(x, ξ) and Φ(x, ξ) are specially chosen. As given
in [54, Chapter 2], the above symbol estimate can be expressed using the following Rie-
mannian structure on the phase space

gx,ξ =
|dx|2

Φ(x, ξ)2
+

|dξ|2

Ψ(x, ξ)2
. (2.1.1)

More generally, one can define symbol classes using a metric g on the phase space
satisfying certain geometric restrictions of both Riemannian type and symplectic type.
In order to understand these restrictions more clearly, let us first review some notation
and terminology used in the study of metrics on the phase space, see [54, Chapter 2] and
[58] for further details. Let us denote by Ω(X,Y ) the standard symplectic form [25] on
T ∗Rn ∼= R2n: if X = (x, ξ) and Y = (y, η), then Ω is given by

Ω(X,Y ) = ξ · y − η · x.

We can identify Ω with the isomorphism of R2n to R2n such that Ω∗ = −Ω, with the
formula Ω(X,Y ) = 〈ΩX,Y 〉.
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Consider a Riemannian metric g which is a (measurable) mapping from R2n into C,
the cone of positive definite quadratic forms on R2n : for each X ∈ R2n, gX is a positive
definite quadratic form on R2n. To gX we associate the dual metric gΩX by

gΩX(Y ) = sup
0̸=Y ′∈R2n

〈ΩY, Y ′〉2

gX(Y ′)
, for all Y ∈ R2n.

Considering gX as a matrix associated to positive definite quadratic form on R2n, gΩX =
Ω∗g−1

X Ω. We define the Planck function [58] which plays a crucial role in the development
of pseudodifferential calculus as

hg(x, ξ) := sup
0̸=Y ∈R2n

(
gX(Y )

gΩX(Y )

)1/2

.

Basically, a pseudodifferential calculus is the datum of the metric satisfying some local
and global conditions. In our case, it amounts to the following conditions on g. We say
that

(M1) g is a slowly varying metric on R2n if

∃C0 > 0,∃r0 > 0,∀X,Y, T ∈ R2n

gX(Y −X) ≤ r20 =⇒ C−1
0 gY (T ) ≤ gX(T ) ≤ C0gY (T ).

This property is used to introduce a partition of unity related to the metric, see [54,
Theorem 2.2.7] to take care of the local analysis of the pseudodifferential calculus.

(M2) g satisfies Heisenberg’s uncertainty principle if

gX ≤ gΩX , X ∈ R2n.

Note that gX ≤ hg(X)2gΩX , hg(X) ≤ 1. We often make use of the strong uncer-
tainty principle, that is, for some κ > 0, we have

hg(x, ξ) ≤ (1 + |x|+ |ξ|)−κ, (x, ξ) ∈ R2n.

Heisenberg uncertainty principle prevents the localization from being too sharp on
conjugate axes.

(M3) g is temperate if

∃C > 0,∃N ≥ 0,∀X,Y, T ∈ R2n,
gX(T )

gY (T )
≤ C

(
1 +

(
gΩX ∧ gΩY

)
(X − Y )

)N
,

where gΩX ∧ gΩY is harmonic mean of the quadratic forms. This property is used to
take care of the nonlocal nature of the composition fomula in the pseudodifferential
calculus.
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A couple of well-known examples of symbol classes of the form S(M, g) are given below:

1. Smρ,δ = S

(
〈ξ〉m, |dx|2

〈ξ〉−2δ
+

|dξ|2

〈ξ〉2ρ

)
: used to determine parametrices for hypoelliptic

operators.
2. Smscl = S

(
h−m, |dx|2 + h2|dξ|2

)
: used in semi-classical analysis, where the operators

depending on a small parameter h are studied.

3. Σm = S

((
1 + |x|2 + |ξ|2

)m
,
|dx|2 + |dξ|2

1 + |x|2 + |ξ|2

)
: used for studying spectral properties

of pseudodifferential operators on Rn.

4. Sm1,m2

Ψ,Φ = S

(
Ψm1Φm2 ,

|dx|2

Φ2
+

|dξ|2

Ψ2

)
: used for studying solvability of principal-type

differential operators satisfying Nirenberg-Treves’ condition.

When Ψ = 〈ξ〉 and Φ = 〈x〉 in Sm1,m2

Ψ,Φ , the symbol classes correspond to the SG setting
used in [3, 2].

The notion ellipticity for the general symbol class S(M, g) is defined as below.

Definition 2.1.1. A symbol a is called globally elliptic (or G-elliptic) in the class S(M, g)
if a ∈ S(M, g) and for some R > 0,

|a(x, ξ)| ≳M(x, ξ), for |x|+ |ξ| ≥ R.

We refer to [58, Chapter 1], [54, Chapter 2] and [43, Chpater 18] for the pseudodif-
ferential operator calculus related to the symbol class S(M, g).

In this thesis, we consider a metric of the form

gΦ,k =
|dx|2

Φ(x)2
+

|dξ|2

〈ξ〉2k
, (2.1.2)

which corresponds to metric in (2.1.1) with Φ(x, ξ) = Φ(x) and Ψ(x, ξ) = 〈ξ〉k = (k2 +
|ξ|2)1/2, for a large positive parameter k. The weight function is of the form M(x, ξ) =
ω(x)m2〈ξ〉m1

k for m1,m2 ∈ R. Here the functions ω(x) and Φ(x) are positive monotone
increasing in |x| such that 1 ≤ ω(x) ≲ Φ(x) ≲ 〈x〉, where 〈x〉 = (1 + |x|2)1/2. Further,
note that ω(x) and Φ(x) are associated with the weight and metric respectively, and they
specify the structure of the differential equation in the space variable.

The metric gΦ,k satisfies the conditions (M1)-(M3) if Φ(x) satisfies the following
properties:

1 ≤ Φ(x) ≲ 1 + |x| (sub-linear)
|x− y| ≤ rΦ(y) =⇒ C−1Φ(y) ≤ Φ(x) ≤ CΦ(y) (slowly varying)

Φ(x+ y) ≲ Φ(x)(1 + |y|)s (temperate)

for all x, y ∈ Rn and for some r, s, C > 0. For the sake of calculations arising in the
development of symbol calculus related to the metrics gΦ,k, we need to impose following
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additional conditions:

|Φ(x)− Φ(y)| ≤Φ(x+ y) ≤ Φ(x) + Φ(y), (Subadditive)
|∂βxΦ(x)| ≲ Φ(x)〈x〉−|β|,

Φ(ax) ≤ aΦ(x), if a > 1,

aΦ(x) ≤ Φ(ax), if a ∈ [0, 1],

where β ∈ Zn+. It can be observed that the above conditions are quite natural in the
context of symbol classes.

The Planck function associated with the metric gΦ,k is (Φ(x)〈ξ〉k)−1. In general, we
need the metrics of the form

gρ,rΦ,k =

(
〈ξ〉ρ2k
Φ(x)r1

)2

|dx|2 +
(
Φ(x)r2

〈ξ〉ρ1k

)2

|dξ|2. (2.1.3)

where ρ = (ρ1, ρ2) , r = (r1, r2) for ρj, rj ∈ [0, 1], j = 1, 2 are such that 0 ≤ ρ2 <
ρ1 ≤ 1 and 0 ≤ r2 < r1 ≤ 1. The Planck function associated to the metric in (2.1.3) is
Φ(x)r2−r1〈ξ〉ρ2−ρ1k .

In our work, we need the weight function ω to satisfy the above stated properties of
Φ as well. In arriving at the energy estimate using the sharp Gårding inequality, we also
need

ω(x) ≲ Φ(x), x ∈ Rn.

2.2 Our Philosophy of Conjugation

It is well-known in the theory of hyperbolic operators (see [48, 12]) that the low-regularity
in t needs to be compensated by a higher regularity in the x variable. For example, when
the coefficients are Hölder continuous (Cα([0, T ]), α ∈ (0, 1)) in t, one needs to compensate
this irregularity in t with Gevrey regularity (Gσ(Rn), σ < 1/(1 − α)) in x, as seen in
[13, 12]. This balancing operation is the key to understand the loss of regularity. As seen
in the literature, conjugation brings this balance. Infact, conjugation links irregularity in
t, growth with respect to x variable of the coefficients to the weight functions defining the
solution spaces in a precise manner, see [12, Proposition 2.8] and [2, Proposition 3.1]. For
example, when the coefficients are in Cα([0, T ];B∞(Rn)), the conjugating operator is of
the form ec0⟨Dx⟩

1/σ
, c0 > 0 while for the SG setting with coefficients in Cα([0, T ];C∞(Rn)),

the conjugating operator used in the literature is of the form eν(t)(⟨x⟩
1/σ+⟨Dx⟩1/σ) for some

function ν ∈ C([0, T ]) ∩ C1((0, T ]).
In the global setting, solutions experience an infinite loss of both derivatives and

decay when the coefficients display strong blow-up, very strong blow-up or very fast
oscillations in t. In order to overcome the difficulty of tracking a precise loss in our context
we introduce a class of parameter dependent infinite order pseudodifferential operators
of the form eν(t)Θ(x,Dx) for the purpose of conjugation. These operators compensate,
microlocally, the loss of regularity of the solutions. The operator Θ(x,Dx) is in general
nonselfadjoint and it explains the compensation for the singularity in t and decides the
quantity of the loss while the monotone continuous function ν(t) gives a scale for the
loss. Hence, we call the conjugating operator as the “loss operator”.
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Figure 2.1: Our Philosophy of Conjugation

Our philosophy of conjugation is to design the loss operator that links the singular
behavior, growth rate in x and the geometry of the phase space to the loss of regularity.
In fact, the operator Θ(x,Dx) is such that Θ(x, ξ) is a function of h(x, ξ) = (Φ(x)〈ξ〉k)−1

which is the Planck function associated to the metric gΦ,k in (2.1.2) and the quantity
ν ′(t)Θ(x, ξ) majorizes the symbols corresponding to the lower order terms obtained after
the application of a suitable diagonalization technique to the first order system corre-
sponding to the Cauchy problem in (1.0.1). See Theorems 4.4.1 and 5.3.1 for more
details. The appearance of Planck function h(x, ξ) in the definition of Θ(x, ξ) is justified
as it controls the extent of localization on the phase space.

One of our key observations is that the symbol of the operator arising after the
conjugation is governed by a metric g̃Φ,k that is conformally equivalent to the initial
metric gΦ,k. The metric g̃Φ,k is of the form

g̃Φ,k = Θ(x, ξ)2gΦ,k.

The operators with loss of regularity index are transformed to good operators by
conjugation with loss operator. This helps us to derive good a priori estimates of solutions
in the Sobolev space associated with the loss operator by an application of sharp Gårding
inequality followed by Gronwall inequality.

Apart from the well-posedness and regularity results that we obtain for the various
cases of singular behavior, the conjugation results (Theorems 4.4.1 and 5.3.1) of this
thesis are our key contributions to the literature.

2.3 Subdivision of the Extended Phase Space

Before we perform a conjugation, we need to “preprocess” the operator with singular
coefficients. This preprocessing step uses a careful amalgam of a localization technique
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on the extended phase space ([0, T ]×Rn
x ×Rn

ξ ) and a diagonalization procedure already
available in the literature [50] to handle the singularity. It helps in diagonalizing the top
order terms in a first order system obtained from a singular hyperbolic partial differential
equation while the lower order terms are handled through conjugation.

As the Planck function holds information about the extent of localization on the phase
space, our localization technique that dictates the subdivision of the extended phase space
is dependent on this critical information. For a fixed (x, ξ), we define the time splitting
points t(j)x,ξ, 1 ≤ j ≤ m0, for some m0 ∈ N as

t
(j)
x,ξ = NGj(h(x, ξ))

where N is the positive integer, Gj(r), r > 0 is a function that depends on the order of
singularity (see for example Section 4.2 ) and h(x, ξ) is the Planck function associated
with the metric gΦ,k. For a fixed (x, ξ) we split the time interval as

[0, T ] = [0, t
(1)
x,ξ) ∪ [t

(1)
x,ξ, t

(2)
x,ξ) ∪ · · · ∪ [t

(m0)
x,ξ , T ].

We define the regions as below:

Zj(N) = {((t, x, ξ)) : t(j−1)
x,ξ ≤ t < t

(j)
x,ξ}, j = 1, . . . ,m0 − 1

Zm0(N) = {((t, x, ξ)) : t(m0)
x,ξ ≤ t ≤ T}

with t
(0)
x,ξ = 0. In all our cases m0 ≤ 2.

The way we deploy these regions is that we first perform an excision of the irregular
symbol (for example, see Sections 3.4.1, 4.5.1 and 6.4.1) so that the resulting symbol
is smooth near t = 0 that is in Z1(N). The difference of these symbols is localized in
Z1(N). Further, we deploy the diagonalization procedure (for example, see Sections 3.4.2,
4.5.1, 4.5.2, 5.5.2 and 6.4.2) to restrict the singularities arising from t-derivatives to the
appropriate regions. This kind of localization of the singularities allows one to come with
a function ν(t)Θ(x, ξ) that is used to define the loss operator (for example, see Sections
3.4.1 and 4.5.3). More details and interpretation will follow in the respective chapters.
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Chapter 3

Mild and Logarithmic Blow-up

Knowing what is big and what is small is more important than being able to solve
partial differential equations.

— Stanislaw Ulam

Let us start with simplest case of blow-up rate - at most logarithmic. In this chapter,
we investigate the asymptotic behavior of the solutions to Cauchy problems as |x| → ∞
when the singularity of the coefficients with respect to x-derivatives and t-derivative is
of order O(t−δ), δ ∈ [0, 1), and O(t−1| ln t|γ̃−1), γ̃ ∈ (0, 1], respectively. We report that
the solutions experience an arbitrarily small (when γ̃ ∈ (0, 1)) or finite (when γ̃ = 1) loss
in the Sobolev space index in relation to the initial datum defined in the Sobolev space
tailored to the metric and the order of singularity.

3.1 Introduction and Statement of Main Result

Let us consider the following protypical Cauchy problem:

∂2t u− a(t, x)∆xu = 0, (t, x) ∈ (0, T ]× Rn,

u(0, x) = u1(x), ∂tu(0, x) = u2(x),

}
(3.1.1)

where the coefficient a(t, x) is in C1((0, T ];C∞(Rn)) and satisfies the following estimates

a(t, x) ≥ C0ω(x)
2, (3.1.2)

|∂βx∂ta(t, x)| ≤ Cβω(x)
2Φ(x)−|β| 1

t

(
ln

(
1 +

1

t

))γ̃(1+|β|)−1

(3.1.3)

where β ∈ Nn
0 , C,C0, Cβ > 0. From (3.1.3) with |β| = 0, we have

|a(t, x)| − |a(T, x)| ≤ |a(T, x)− a(t, x)| ≤
∫ T

t

|∂sa(s, x)ds| ≤ C

(
ln

(
1 +

1

t

))γ̃
ω(x)2.
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Since a(t, ·) ∈ C1([T0, T ]) for any T0 > 0, we have |a(T, x)| ≤ Cω(x)2. Implying

|a(t, x)| ≤ C

(
ln

(
1 +

1

t

))γ̃
ω(x)2, (3.1.4)

i.e., the coefficient a(t, x) has at most logarithmic blow-up at t = 0.

Remark 3.1.1. The singular behavior quantified by (3.1.3) is a generalization of Cicog-
nani [9] to a global setting. Our conditions (3.1.3) confirm with the conditions on the
coefficients given in [9] for ω(x) = Φ(x) = 1 and γ̃ = 1. Moreover, we can also replace
(3.1.3) with the following general estimates as given in [9],

|∂βxa(t, x)| ≤ Cβ
1

tδ1
ω(x)2Φ(x)−|β|, |β| > 0,

|∂βx∂ta(t, x)| ≤ Cβ
(ln(1 + 1/t))γ̃−1

t1+δ2|β|
ω(x)2Φ(x)−|β|, |β| ≥ 0,

 (3.1.3∗)

for δ1, δ2 ∈ [0, 1).

An example of a coefficient a(t, x) satisfying (3.1.2) and (3.1.3∗) is given below.

Example 3.1.1. The function a(t) =
(
ln
(
1 +

(
1
t

))) 1
4 satisfies (3.1.3∗) for ω(x) =

Φ(x) = 1, for δ2 = 0, γ̃ = 1/4, and for any δ1 ∈ (0, 1) and .

Figure 3.1: Sublogarithmic function
(
ln
(
1 +

(
1
t

))) 1
4

Example 3.1.2. Let n = 1, T = 1, κ1 ∈ [0, 1] and κ2 ∈ (0, 1] such that κ1 ≤ κ2. Then,

a(t, x) = 〈x〉2κ1
(
2 + sin

(
〈x〉1−κ2 + cosx (ln t)γ̃

)
+
(
2 + cos〈x〉1−κ2

)
(ln(1 + 1/t))γ̃

)
satisfies the estimates (3.1.3∗) for ω(x) = 〈x〉κ1, Φ(x) = 〈x〉κ2 and for any δ1, δ2 ∈ (0, 1).

In [9], Cicognani discussed well-posedness of (3.1.1) for the case γ̃ = ω(x) = Φ(x) = 1
in (3.1.2) and (3.1.3∗), where the author reports well-posedness in C∞(Rn) for the Cauchy
problem (3.1.1) with a finite loss of derivatives. In this chapter, we extend the result of
Cicognani to the case of generic weight functions ω and Φ and for any γ̃ ∈ (0, 1].
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3.1.1 Sobolev Spaces

The Sobolev spaces related to the metric gΦ,k in (2.1.2) and tailored to the order of
singularity are defined below. Let s = (s1, s2) ∈ R2 and k ≥ 1.

Definition 3.1.1. The Sobolev space Hs,µ,γ̃
Φ,k (Rn) for µ ∈ R and γ̃ ∈ (0, 1) is defined as

Hs,µ,γ̃
Φ,k (Rn) = {v ∈ L2(Rn) : Φ(x)s2〈D〉s1k e

µ(ln(1+Φ(x)⟨Dx⟩k))γ̃v ∈ L2(Rn)}, (3.1.5)

equipped with the norm ‖v‖Φ,k;s,µ,γ̃ = ‖Φ(·)s2〈D〉s1k eµ(ln(1+Φ(·)⟨D⟩k))γ̃v‖L2 .

The subscript k in the notation Hs,µ,γ̃
Φ,k (Rn) is related to the parameter in the operator

〈D〉k = (k2 − ∆x)
1/2. Observe that eµ(ln(1+Φ(x)⟨Dx⟩k))γ̃ is a pseudodifferential operator of

an arbitrarily small positive order in both x and Dx for γ̃ ∈ (0, 1). When µ = 0, the
above spaces correspond to the following spaces.

Definition 3.1.2. The Sobolev space Hs
Φ,k(Rn) for s = (s1, s2) ∈ R2 and k ≥ 1, is defined

as
Hs

Φ,k(Rn) = {v ∈ L2(Rn) : Φ(x)s2〈D〉s1k v ∈ L2(Rn)}, (3.1.6)

equipped with the norm ‖v‖Φ,k;s = ‖Φ(·)s2〈D〉s1k v‖L2 .

When Φ(x) is bounded and k = 1, Hs
Φ,1(Rn) correspond to the usual Sobolev spaces

Hs(Rn), s ∈ R. Some remarks on the relation between the spaces Hs,µ,γ̃
Φ,k (Rn) and Hs

Φ,k(Rn)
are in order.

Remark 3.1.2. For any µ ∈ R, we have

1. Hs+νe
Φ,k (Rn) ↪→ Hs,µ,γ̃

Φ,k (Rn) ↪→ Hs−νe
Φ,k (Rn), when γ̃ ∈ (0, 1),

2. Hs,µ,1
Φ,k (Rn) ≡ Hs+µe

Φ,k (Rn),

where ν > 0 is arbitrarily small and e = (1, 1).

3.1.2 Main Result

Let us generalize the problem (3.1.1) and consider{
P (t, x, ∂t, Dx)u(t, x) = f(t, x), Dx = −i∇x, (t, x) ∈ (0, T ]× Rn,

u(0, x) = f1(x), ∂tu(0, x) = f2(x),
(3.1.7)

with the strictly hyperbolic operator P (t, x, ∂t, Dx) = ∂2t + a(t, x,Dx) + b(t, x,Dx) where

a(t, x, ξ) =
n∑

i,j=1

ai,j(t, x)ξiξj and b(t, x, ξ) = i

n∑
j=1

bj(t, x)ξj + bn+1(t, x). (3.1.8)
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Here, the matrix (ai,j(t, x)) is real symmetric for all (t, x) ∈ (0, T ]×Rn, ai,j ∈ C1((0, T ];C∞(Rn))
and bj ∈ C([0, T ];C∞(Rn)). Similar to the estimates in Remark 3.1.1, we have the fol-
lowing assumptions on a(t, x, ξ) and b(t, x, ξ)

a(t, x, ξ) ≥ C0ω(x)
2〈ξ〉2k, C0 > 0,

|∂αξ ∂βxa(t, x, ξ)| ≤ Cαβ
1

tδ1
ω(x)2Φ(x)−|β|〈ξ〉2−|α|

k , |α| ≥ 0, |β| > 0,

|∂αξ ∂βx b(t, x, ξ)| ≤ Cαβω(x)Φ(x)
−|β|〈ξ〉1−|α|

k ,

 (3.1.9)

and either of the following estimates

|∂αξ ∂βx∂ta(t, x, ξ)| ≤ Cαβ
(ln(1 + 1/t))γ̃−1

t1+δ2|β|
ω(x)2Φ(x)−|β|〈ξ〉2−|α|

k , (3.1.10)

|∂αξ ∂βx∂ta(t, x, ξ)| ≤ Cαβ
1

tδ3+δ2|β|
ω(x)2Φ(x)−|β|〈ξ〉2−|α|

k , (3.1.10∗)

where δj ∈
[
0, 1
)
, j = 1, 2, 3 and (t, x, ξ) ∈ (0, T ] × Rn × Rn. Note that Cαβ is a generic

constant.
The following theorem states that the solution to the Cauchy problem (3.1.7) expe-

riences no loss when (3.1.10∗) is satisfied. On the other hand, when (3.1.10) satisfied,
the solution experiences arbitrarily small loss and finite loss for γ̃ ∈ (0, 1) and γ̃ = 1,
respectively. Let e = (1, 1).

Theorem 3.1.1. (Zero/ Arbitrary Small/ Finite Loss) Consider the strictly hyperbolic
Cauchy problem (3.1.7) satisfying the conditions (3.1.9) and (3.1.10 or 3.1.10∗). Let the
initial data fj belong to H

s+(2−j)e
Φ,k , j = 1, 2 and the right hand side f ∈ C([0, T ];Hs

Φ,k).
Then, denoting δ = max{δ1, δ2}, for every ε ∈ (0, 1 − δ) there are κ0, κ1 > 0 such that
for every s ∈ R2 there exists a unique global solution

u ∈ C
(
[0, T ];Hs+e,−Λ(t),γ̃

Φ,k

)⋂
C1
(
[0, T ];Hs,−Λ(t),γ̃

Φ,k

)
,

where

Λ(t) =

{
κ0 + κ1t

ε/ε, when (3.1.10) is satisfied,
0, when (3.1.10∗) is satisfied.

More specifically, the solution satisfies an a priori estimate

1∑
j=0

‖∂jtu(t, ·)‖Φ,k;s+(1−j)e,−Λ(t),γ̃ ≤ C

(
2∑
j=1

‖fj‖Φ,k;s+(2−j)e +

∫ t

0

‖f(τ, ·)‖Φ,k;s,−Λ(τ),γ̃ dτ

)
(3.1.11)

for 0 ≤ t ≤ T, C = Cs > 0.

3.2 Subdivision of the Phase Space

One of the main techniques in proving Theorem 3.1.1 is the division of the extended phase
space J = [0, T ] × Rn × Rn, where T > 0, into two regions using the Planck function
h(x, ξ) = (Φ(x)〈ξ〉k)−1 of the metric gΦ,k in (2.1.2). As we will see in Section 3.4.1, the
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main utility of these regions is to handle the low regularity in t. To this end we define
tx,ξ, for a fixed (x, ξ), as the solution to the equation

t =
N

Φ(x)〈ξ〉k
,

where N is the positive constant chosen appropriately later. Using tx,ξ we define the
interior region

Zint(N) = {(t, x, ξ) ∈ J : 0 ≤ t ≤ tx,ξ} (3.2.1)

and the exterior region

Zext(N) = {(t, x, ξ) ∈ J : tx,ξ < t ≤ T}. (3.2.2)

In the following section, we use these regions to define the parameter dependent global
symbol classes.

3.3 Parameter Dependent Global Symbol Classes

We now define certain parameter dependent global symbol classes that are associated
with the study of the Cauchy problem (3.1.7). Let m = (m1,m2) ∈ R2. Consider the
metric gρ,rΦ,k as in (2.1.3).

Definition 3.3.1. Gm1,m2(ω, gρ,rΦ,k) is the space of all functions p = p(x, ξ) ∈ C∞(R2n)
satisfying

sup
α,β∈Nn

sup
(x,ξ)∈Rn

〈ξ〉−m1+ρ1|α|−ρ2|β|
k ω(x)−m2Φ(x)r1|β|−r2|α||∂αξDβ

xp(x, ξ)| < +∞

For the sake of simplicity, we denote the symbol classGm1,m2(ω, g
(1,0),(1,0)
Φ,k ) asGm1,m2(ω, gΦ,k).

Observe that the derivatives of
√
a(t, x, ξ) show stronger singular behavior compared

to a(t, x, ξ) defined in (3.1.8) due to the blow-up. Thus, in order to handle the stronger
singular behavior of the characteristics of operator P in (3.1.7), we have the following
symbol classes. Let us denote

θ̃(t) =

(
ln

(
1 +

1

t

))γ̃
. (3.3.1)

Definition 3.3.2. Gm1,m2{l1, l2; γ̃, p}int,N(ω, gΦ,k) for l1, l2 ∈ R and p ∈ [0, 1)is the space
of all t-dependent symbols a = a(t, x, ξ) in C1((0, T ];Gm1,m2(ω, gΦ,k)) satisfying

|∂αξ a(t, x, ξ)| ≤ C00〈ξ〉m1−|α|
k ω(x)m2 θ̃(t)l1 ,

|∂αξDβ
xa(t, x, ξ)| ≤ Cαβ〈ξ〉m1−|α|

k ω(x)m2Φ(x)−|β|
(
1

t

)pl2
,

for all (t, x, ξ) ∈ Zint(N) and for some Cαβ > 0 where α ∈ Nn
0 and β ∈ Nn.
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Definition 3.3.3. Gm1,m2{l1, l2, l3, l4; γ̃, p}ext,N(ω, gΦ,k) for lj ∈ R, j = 1, . . . , 4 and p ∈
[0, 1) is the space of all t-dependent symbols a = a(t, x, ξ) in C1((0, T ];Gm1,m2(ω, gΦ,k))
satisfying

|∂αξ Dβ
xa(t, x, ξ)| ≤ Cαβ〈ξ〉

m1−|α|
k ω(x)m2Φ(x)−|β|

(
1

t

)l1+p(l2+|β|)
θ̃(t)l3+l4(|α|+|β|)

for all (t, x, ξ) ∈ Zext(N) and for some Cαβ > 0 where α, β ∈ Nn
0 .

Given a t-dependent global symbol a(t, x, ξ), we can associate a pseudodifferential
operator Op(a) = a(t, x,Dx) to a(t, x, ξ) by the following oscillatory integral

a(t, x,Dx)u(t, x) =

∫∫
R2n

ei(x−y)·ξa(t, x, ξ)u(t, y)dyđξ

= (2π)−n
∫
Rn

eix·ξa(t, x, ξ)û(t, ξ)đξ,

where đξ = (2π)−ndξ and û is the Fourier transform of u in the space variable.
We denote the class of operators with symbols in Gm1,m2(ω, gρ,rΦ,k) by OPGm1,m2(ω, gρ,rΦ,k).

We refer to [58, Section 1.2 & 3.1] and [24] for the calculus of such operators. The calculus
for the operators with symbols of form a(t, x, ξ) = a1(t, x, ξ) + a2(t, x, ξ) such that

a1 ∈ Gm̃1,m̃2{l̃1, l̃2; γ̃, δ1}int,N1(ω, gΦ,k),

a2 ∈ Gm1,m2{l1, l2, l3, l4; γ̃, δ2}ext,N2(ω, gΦ,k),

for N1 ≥ N2, is given in Section A.1 of Appendix A.

3.4 Global Well-Posedness

We first give the proof of Theorem 3.1.1 when (3.1.10) is satisfied and the case for (3.1.10∗)
follows in similar lines. There are three key steps in the proof. First, we factorize the
operator P (t, x, ∂t, Dx) in (3.1.7). To this end, we begin with modifying the coefficients of
the principal part by performing an excision so that the resulting coefficients are regular
near t = 0. Second, we reduce the original Cauchy problem to a Cauchy problem for a
first order system (with respect to ∂t). Lastly, using sharp Gårding’s inequality we arrive
at the L2-wellposedness of a related auxiliary Cauchy problem, which gives wellposedness
of the original problem in the Sobolev spaces Hs,µ,γ̃

Φ,k .

3.4.1 Factorization
From (3.1.10), we observe that a(t, x, ξ) is L1 integrable in t. More precisely, a(t, x, ξ) is
sublogarithmically bounded at t = 0, i.e.,

|a(t, x, ξ)| ≤ Cω(x)2〈ξ〉2kθ̃(t), C > 0, (3.4.1)

where θ̃(t) is as in (3.3.1). We modify the symbol a in Zint(2), by defining

ã(t, x, ξ) = ϕ(tΦ(x)〈ξ〉k)ω(x)2〈ξ〉2k + (1− ϕ(tΦ(x)〈ξ〉k))a(t, x, ξ) (3.4.2)
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3.4. Global Well-Posedness

for ϕ ∈ C∞(R) , 0 ≤ ϕ ≤ 1 , ϕ = 1 in [0, 1] , ϕ = 0 in [2,+∞). Note that

(a− ã) ∈ G2,2{1, 1; δ1}int,2(ω, gΦ,k) and (a− ã) ∼ 0 in Zext(2).

This implies that tδ1(a−ã) for t ∈ [0, T ] is a bounded and continuous family inG2,2(ω, gΦ,k).
Observe that a− ã is L1 integrable in t, i.e.,∫ T

0

|(a− ã)(t, x, ξ)|dt ≤ κ0ω(x)
2〈ξ〉2k

∫ 2/Φ(x)⟨ξ⟩k

0

θ̃(t)dt

≤ κ0ω(x)〈ξ〉k(ln(1 + Φ(x)〈ξ〉k))γ̃.
(3.4.3)

Let τ(t, x, ξ) =
√
ã(t, x, ξ) and δ = max{δ1, δ2}. It is easy to note that

i) τ(t, x, ξ) is GΦ-elliptic symbol of order (1, 1) i.e. there is C > 0 such that all
(t, x, ξ) ∈ [0, T ]× Rn × Rn we have

|τ(t, x, ξ)| ≥ Cω(x)〈ξ〉k.

ii) τ(t, x, ξ) ∈ G1,1{0, 0; γ̃, 0}int,2(ω, gΦ,k) +G1,1{0, 0, 1, 1; γ̃, δ1}ext,1(ω, gΦ,k).

iii) By definition

∂tτ(t, x, ξ) =
1

2τ

[
Φ(x)〈ξ〉kϕ′(tΦ(x)〈ξ〉k)(ω(x)2〈ξ〉2k − a) + (1− ϕ(tΦ(x)〈ξ〉k))∂ta

]
.

Hence,

∂tτ ∼ 0 in Zint(1),

∂tτ ∈ G2,2{1, 1; γ̃, δ1}int,2(Φ, gΦ,k) in Zint(2) \ Zint(1),
∂tτ ∈ G1,1{1, 0, 1, 1; γ̃, δ}ext,1(ω, gΦ,k) in Zext(1).

To be precise, there are C0, Cαβ > 0 such that for (t, x, ξ) ∈ [0, T ] × Rn × Rn and
|α| ≥ 0, |β| > 0 we have in Zint(1),

|∂αξDβ
x∂tτ(t, x, ξ)| ∼ χint(1) 0

|∂tτ(t, x, ξ)| ≤ C0 (χint(2)− χint(1)) Φ(x)
2〈ξ〉2k θ̃(t),

}

in Zint(2) \ Zint(1),

|∂αξDβ
x∂tτ(t, x, ξ)| ≤ Cαβ (χint(2)− χint(1)) Φ(x)

2〈ξ〉2k
1

tδ1
,

in Zext(1),

|∂tτ(t, x, ξ)| ≤ C0 χext(1)〈ξ〉kω(x)
θ̃(t)

t
,

|∂αξDβ
x∂tτ(t, x, ξ)| ≤ Cαβ χext(1)〈ξ〉1−|α|

k ω(x)Φ(x)−|β| θ̃(t)
1− 1

γ̃

t

θ̃(t)|α|+|β|

tδ|β|
.


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Chapter 3. Mild and Logarithmic Blow-up

Here χint(N1) and χext(N2) are the indicator functions for the regions Zint(N1) and
Zext(N2), respectively. From the properties (i-iii) of τ and by the definition of ã in
(3.4.2), we have the following two lemmas.

Lemma 3.4.1. Let ε, ε′ be such that 0 < ε < ε′ < 1− δ. Then,

i) τ ∈ C([0, T ];G1+ε,1(ωΦε, g
(1,δ1),(1−δ1,0)
Φ,k ),

ii) τ−1 ∈ C([0, T ];G−1,−1(ω, g
(1,δ1),(1−δ1,0)
Φ,k ),

iii) t1−ε∂tτ(t, ·, ·) ∈ G1+ε′,1(ωΦε′ , g
(1,δ),(1−δ,0)
Φ,k ), for all t ∈ [0, T ].

Proof. The first two claims follow from Proposition A.1.1 while the third from the obser-
vation that in Zext(1)

t1−ε

(
θ̃(t)1+|α|+|β|

t

)
≤ 1

tε′
≤
(
Φ(x)〈ξ〉k

)ε′
.

Lemma 3.4.2. Let ε be such that 0 < ε < 1− δ. Then,

i) t1−ε(ã(t, x,Dx)− τ(t, x,Dx)
2) ∈ C

(
[0, T ];OPG1,1(ω, g

(1,δ1),(1−δ1,0)
Φ,k )

)
,

ii) t1−ε(a(t, x,Dx)− ã(t, x,Dx)) ∈ C
(
[0, T ];OPG1,1(ω, gϕ,k)

)
.

Proof. The proof is a consequence of the fact that t1−εθ̃(t)1+|α|+|β| is bounded and con-
tinuous for all t ∈ [0, T ] and for all α, β ∈ Nn

0 .

We have the following factorization for the operator P (t, x, ∂t, Dx)

P (t, x, ∂t, Dx) = (∂t − iτ(t, x,Dx))(∂t + iτ(t, x,Dx)) + (a− ã)(t, x,Dx) + a1(t, x,Dx)

where the operator a1(t, x,Dx) is such that, for t ∈ [0, T ],

a1 = −i[∂t, τ ] + ã− τ 2 + b and t1−εa1(t, x,Dx) ∈ OPG1+ε′,1(ωΦε′ , g
(1,δ),(1−δ,0)
Φ,k ).

We define the functions ψ0(t, x, ξ) and ψ1(t, x, ξ) in L1([0, T ];C∞(R2n)) as

ψ0(t, x, ξ) = C1ϕ(tΦ(x)〈ξ〉k)ω(x)〈ξ〉kθ̃(t),

ψ1(t, x, ξ) = C2

(
ϕ(tΦ(x)〈ξ〉k)ω(x)〈ξ〉kθ̃(t) + (1− ϕ(tΦ(x)〈ξ〉k))

1

t

)
,

(3.4.4)

for some C1, C2 > 0, such that

|(a− ã)(t, x, ξ)|
ω(x)〈ξ〉k

≤ ψ0(t, x, ξ) and a1(t, x, ξ)

ω(x)〈ξ〉k
≤ ψ1(t, x, ξ).
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3.4. Global Well-Posedness

Let ψ = ψ0 + ψ1. We observe that t1−εψ ∈ C
(
[0, T ];Gε′,ε′(Φ, gϕ,k)

)
and ∂αξ ∂

β
xψ(t, x, ξ) is

supported in Zint(2) for |α|+ |β| > 0. Hence,∫ T

0

|ψ(t, x, ξ)|dt ≤ C

(
ω(x)〈ξ〉k

∫ 2/Φ(x)⟨ξ⟩k

0

θ̃(t)dt+

∫ T

1/Φ(x)⟨ξ⟩k

θ̃(t)1−
1
γ̃

t
dt

)
≤ C(ln(1 + Φ(x)〈ξ〉k))γ̃,

(3.4.5)

and for |α|+ |β| > 0,∫ t

0

|∂αξDβ
xψ(r, x, ξ)|dr ≤ CΦ(x)−|β|〈ξ〉−|α|

k (ln(1 + Φ(x)〈ξ〉k))γ̃χint(2).

The function ψ is used for making a change of variable while arriving at an energy
estimate.

3.4.2 Reduction to a First Order Pseudodifferential System
Next we obtain a first order 2 × 2 pseudodifferential system equivalent to the operator
P by generalizing the procedure used in [9]. To achieve this, we introduce the change of
variables U = U(t, x) = (u1(t, x), u2(t, x))

T , where{
u1(t, x) = (∂t + iτ(t, x,Dx))u(t, x),

u2(t, x) = ω(x)〈Dx〉ku(t, x)−H(t, x,Dx)u1,

and the operator H with the symbol σ(H)(t, x, ξ) is such that

σ(H)(t, x, ξ) = − i

2
ω(x)〈ξ〉k

(
1− ϕ

(
tΦ(x)〈ξ〉k/3

))
τ(t, x, ξ)

.

Note that by the definition of H, supp σ(H) ∩ supp σ(a− ã) = ∅ and we have

σ(2iH(t, x,Dx) ◦ τ(t, x,Dx)) ∼ 0, in Zint(3),

σ(2iH(t, x,Dx) ◦ τ(t, x,Dx)) = ω(x)〈ξ〉k(1 + σ(K1)), in Zext(3),

where σ(K1) ∈ G−1,−1{0, 0; γ̃, δ1}int,6(ω, gΦ,k)+G−1,−1{0, 1, 2, 1; γ̃, δ1}ext,3(ω, gΦ,k). Then,
the equation Pu = f is equivalent to the first order 2× 2 system:

LU = (∂t +D + A0 + A1)U = F,

U(0, x) = (f2 + iτ(0, x,Dx)f1,Φ(x)〈Dx〉f1)T ,
(3.4.6)

where

F = (f(t, x),−H(t, x,Dx)f(t, x))
T ,

D = diag(−iτ(t, x,Dx), iτ(t, x,Dx)),

A0 =

(
B0H B0

−HB0H HB0

)
=

(
R1 B0

−R3 R2

)
,

A1 =

(
B1H B1

B2 i[M, τ ]M−1 −HB1

)
.
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Chapter 3. Mild and Logarithmic Blow-up

The operators M,M−1, B0 and B1 are as follows

M = ω(x)〈Dx〉k, M−1 = 〈Dx〉−1
k ω(x)−1,

B0 = (a(t, x,Dx)− ã(t, x,Dx))〈Dx〉−1
k ω(x)−1,

B1 = (−i∂tτ(t, x,Dx) + ã(t, x,Dx)− τ(t, x,Dx)
2 + b(t, x,Dx))〈Dx〉−1

k ω(x)−1,

B2 = 2iHτ −M + i[M, τ ]M−1H + i[τ,H]−HB1H + ∂tH.

By the definition of operator H, we have B0H = R1, HB0 = R2, HB0H = R3 for
Rj ∈ G−∞,−∞(ω, gΦ,k), j = 1, 2, 3, and the operator 2iHτ −M is such that

σ(2iHτ −M) =

{
−ω(x)〈ξ〉k, in Zint(3),

ω(x)〈ξ〉kσ(K1), in Zext(3).

The symbols of operators D, A0 and A1 are such that

σ(D) ∈ G1,1{0, 0; γ̃, 0}int,2(ω, gΦ,k) +G1,1{0, 0, 1, 1; γ̃, δ1}ext,1(ω, gΦ,k)
σ(A0) ∈ G1,1{1, 1; γ̃, δ1}int,2(ω, gΦ,k) +G−∞,−∞{0, 0, 0, 0; γ̃, 0}ext,3(ω, gΦ,k),
σ(A1) ∈ G1,1{0, 0; γ̃, 0}int,6(ω, gΦ,k) +G0,0{1, 0, 1, 1; γ̃, δ}ext,1(ω, gΦ,k)

+G0,0{0, 1, 2, 1; γ̃, δ}ext,3(ω, gΦ,k)

 (3.4.7)

and thus, by Propositions A.1.1 - A.1.2 and Remarks A.1.2 - A.1.3, for every ε < 1− δ,

t1−εσ(A0(t)) ∈ C
(
[0, T ];G1,1(ω, gΦ,k)

)
,

t1−εσ(A1(t)) ∈ C
(
[0, T ];Gε′,ε′(ω, g

(1,δ),(1−δ,0)
Φ,k )

)
.

 (3.4.8)

As in (3.4.4), one can define positive functions

ψ̃0, ψ̃1 ∈ L1([0, T ];C∞(Rn)) ∩ C1((0, T ];C∞(Rn)), where

ψ̃0(t, x, ξ) = C0ϕ(tΦ(x)〈ξ〉k/3)θ̃(t)ω(x)〈ξ〉k,

ψ̃1(t, x, ξ) = C1

(
ϕ(tΦ(x)〈ξ〉k/3)θ̃(t)ω(x)〈ξ〉k + (1− ϕ(tΦ(x)〈ξ〉k))

θ̃(t)
γ̃−1
γ̃

t

)
,

 (3.4.9)

for an appropriate choice of C0, C1 > 0, satisfying the estimates

|σ(A0)| ≤ ψ̃0 and |σ(A1)| ≤ ψ̃1.

The function ψ̃ = ψ̃0 + ψ̃1 satisfies∫ T

0

|ψ̃(t, x, ξ)|dt ≤ κ00(ln(1 + Φ(x)〈ξ〉k))γ̃,∫ t

0

|∂αξDβ
x ψ̃(r, x, ξ)|dr ≤ καβΦ(x)

−|β|〈ξ〉−|α|
k (ln(1 + Φ(x)〈ξ〉k))γ̃χint(6),

(3.4.10)

for |α|+ |β| > 0.
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3.4.3 Energy Estimate

In this section, we prove the estimate (3.1.11). Note that it is sufficient to consider the
case s = (0, 0) as the operator Φ(x)s2〈D〉s1k L〈D〉−s1k Φ(x)−s2 , s = (s1, s2), satisfies the
same hypotheses as L.

In the following, we establish some lower bounds for the operator D + A0 + A1. The
symbol d(t, x, ξ) of the operator D(t) +D∗(t) is such that

d ∈ G0,0{0, 0; γ̃, 0}int,2(ω, gΦ,k) +G0,0{0, 0, 1, 1; γ̃, δ1}ext,1(ω, gΦ,k).

It follows from Proposition A.1.1 and Remark A.1.4 that t1−εd ∈ C([0, T ];G0,0(ω, gΦ,k).
Thus

2Re〈DU,U〉L2 ≥ − C

t1−ε
〈U,U〉L2 , C > 0. (3.4.11)

We perform a change of variable, which allows us to control lower order terms. We
set

V1(t, x) = e−
∫ t
0 ψ̃(r,x,Dx)drU(t, x), (3.4.12)

where ψ̃(t, x, ξ) is as in (3.4.9). From (A.1.6) and (A.1.7), we observe that the operator
e±

∫ t
0 ψ̃(r,x,Dx)dr is a pseudodifferential operator whose order is arbitrarily small if γ̃ ∈ (0, 1)

and finite if γ̃ = 1. Applying Lemma A.1.7 to the identity operator we see that

e
∫ t
0 ψ̃(r,x,Dx)dre−

∫ t
0 ψ̃(r,x,Dx)dr = I +K

(1)
2 (t, x,Dx),

e−
∫ t
0 ψ̃(r,x,Dx)dre

∫ t
0 ψ̃(r,x,Dx)dr = I +K

(2)
2 (t, x,Dx),

(3.4.13)

where for every ε̃� 1 and j = 1, 2,

(ln(1 + Φ(x)〈ξ〉k))−γ̃σ(K(j)
2 ) ∈G(−1+ε̃)e{0, 0; γ̃, 0}int,6(Φ, gΦ,k)

+G−e{0, 0, 0, 0; γ̃, 0}ext,1(Φ, gΦ,k).

By Proposition A.1.2, the symbol of operator K(j)
2 is in G(−1+ε)e(ω; gΦ,k). We choose

k > k1 for large k1 so that the operator norm of K(j)
2 , j = 1, 2 is strictly lesser than 1 and

the existence of

(I +K
(j)
2 (t, x,Dx))

−1 =
∞∑
l=0

(−1)jK
(j)
2 (t, x,Dx)

l, j = 1, 2, (3.4.14)

is guaranteed. The equation (3.4.12) implies that

U(0, x) = V1(0, x),

‖U(t, ·)‖Φ,k;(0,0),−κ0,γ̃ ≤ 2‖V1(t, ·)‖L2 , κ0 > 0 , 0 < t ≤ T,

U(t, x) = (1 +K
(1)
2 (t, x,Dx))

−1e
∫ t
0 ψ̃(r,x,Dx)drV1(t, x).

 (3.4.15)

Here κ0 is same as καβ appearing in (3.4.10) for α = β = 0 . For L as in (3.4.6), we have

LU = (∂t +D + A)(1 +K
(1)
2 (t, x,Dx))

−1e
∫ t
0 ψ̃(r,x,Dx)drV1 = F, A = A0 + A1.
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Note that

∂t(1 +K
(1)
2 )−1e

∫ t
0 ψ̃(r,x,Dx)drV1

=
(
∂t(1 +K

(1)
2 )−1

)
e
∫ t
0 ψ̃(r,x,Dx)drV1 + (1 +K

(1)
2 )−1e

∫ t
0 ψ̃(r,x,Dx)drψ̃(t, x,Dx)V1

+ (1 +K
(1)
2 )−1e

∫ t
0 ψ̃(r,x,Dx)dr∂tV1.

(3.4.16)

Observe the third term on the RHS of the above expression. To obtain a new first order
pseudodifferential system in ∂t, we first apply e−

∫ t
0 ψ̃(r,x,Dx)dr(1 + K

(1)
2 ) on the left of L.

In the light of (3.4.13) and (3.4.16), the resulting operator will have a term of the form
(1+K

(2)
2 )∂t. Hence, we apply (1+K

(2)
2 )−1 on the resulting operator to obtain a first order

pseudodifferential system, formally equivalent to the one in (3.4.6), L1V1 = F1 where

L1 = ∂t +D + ψ̃I + A+R1, A = A0 + A1,

F1 = (1 +K
(2)
2 (t, x,Dx))

−1e−
∫ t
0 ψ̃(r,x,Dx)dr(1 +K

(1)
2 (t, x,Dx))F.

}

Here the operator D, A0, A1 are as in (3.4.6). Noting (3.4.7) we apply Lemma A.1.7. This
yields for an arbitrary small ε̃ > 0,

(ln(1 + Φ(x)〈ξ〉k))−γ̃σ(R1)

∈ Gε̃,1{1, 1; γ̃, δ1}int,6(ωΦ−1+ε̃, gΦ,k) +G0,1{0, 0, 1, 1; γ̃, δ}ext,1(ωΦ−1, gΦ,k)

+G−1,1{1, 0, 1, 1; γ̃, δ}ext,1(Φ−1, gΦ,k) +G−1,1{0, 1, 2, 1; γ̃, δ}ext,3(Φ−1, gΦ,k).

Using the compensation procedure outlined in Remark A.1.4, one can show that

t1−ε(ln(1 + Φ(x)〈ξ〉k))−γ̃σ(R1) ∈ C([0, T ];G0,0(Φ; g
(1,δ),(1−δ,0)
Φ,k ), 0 < ε < 1− δ.

For an appropriate choice of C0, C1 > 0 in the definition of ψ̃ as in (3.4.9-3.4.10), we
observe that ψ̃I + A satisfies

2ψ̃I + σ(A+A∗) ≥ 0,

t1−ε(ψ̃I + σ(A)) ∈ C([0, T ];Gε′,1(Φε′ , g
(1,δ),(1−δ,0)
Φ,k )).

Here A = A0 + A1 with A0 and A1 as in (3.4.6)-(3.4.8). We now apply sharp Gårding
inequality (see [43, Theorem 18.6.14] to the operators 2ψ̃0I+A0 and 2ψ̃1I+A1 separately.
The symbols of these operators are governed by the metrics gΦ,k and g

(1,δ),(1−δ,0)
Φ,k respec-

tively where the respective Planck functions are h(x, ξ) = (Φ(x)〈ξ〉k)−1 and h̃(x, ξ) =
Φ(x)−1+δ〈ξ〉−1+δ

k . Notice that the symbol of A0 has the weight function ω(x)〈ξ〉k while
the Planck function of the governing metric is given by h(x, ξ). Hence, for the application
of sharp Gårding inequality, we need

ω(x) ≲ Φ(x).

Ensuring this yields

2Re〈(ψI + A)V1, V1〉L2 ≥ −Ct−1+ε〈V1, V1〉L2 , C > 0. (3.4.17)
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As for the operator R1, since the symbol t1−ε(ln(1 + Φ(x)〈ξ〉k))−γ̃R1 is uniformly
bounded, for a large choice of κ1, the application of sharp Gårding inequality yields

2Re〈R1V1, V1〉L2 ≥ − κ1
t1−ε

(
2Re〈(ln(1 + Φ(x)〈Dx〉k))γ̃V1, V1〉L2 + ‖V1‖L2

)
. (3.4.18)

We make a further change of variable

V2(t, x) = e−µ(t)(ln(1+Φ(x)⟨Dx⟩k))γ̃V1(t, x), µ(t) = κ1t
ε/ε, (3.4.19)

where κ1 is the constant as in (3.4.18). Let

e±µ(t)(ln(1+Φ(x)⟨Dx⟩k))γ̃e∓µ(t)(ln(1+Φ(x)⟨Dx⟩k))γ̃ = I +K
(±)
3 (t, x,Dx),

where K(±)
3 (t, x, ξ) ∈ C([0, T ];G−1,−1(ω, gΦ,k)). As in (3.4.14), we choose k > k2, k2 large,

so that (I +K
(±)
3 (t, x,Dx))

−1 exists. From now on we fix k such that k > max{k1, k2}.
Further, note that

V2(0, x) = U(0, x),

‖U(t, ·)‖Φ,k;(0,0),−Λ(t),γ̃ ≤ 2µ(T )+1‖V2(t, ·)‖L2 , Λ(t) = κ0 + κ1t
ε/ε , 0 < t ≤ T,

V1(t, x) = (1 +K
(+)
3 (t, x,Dx))

−1eµ(t)(ln(1+Φ(x)⟨Dx⟩k))γ̃V2(t, x).


(3.4.20)

This implies that LU = F if and only if L2V2 = F2 where

L2 = ∂t +D + (ψ̃I + A) + (κ1t
−1+ε(ln(1 + Φ(x)〈Dx〉k))γ̃ +R1) +R2

F2 = (I +K
(−)
3 (t, x,Dx))

−1e−µ(t)(ln(1+Φ(x)⟨Dx⟩k))γ̃ (I +K
(+)
3 (t, x,Dx))F1

}
(3.4.21)

and the operator R2 is such that its symbol is in

G0,0{1, 1; γ̃, δ1}int,6(Φ, gΦ,k) +G0,0{1, 0, 1, 1; γ̃, δ}ext,1(Φ, gΦ,k),

in other words t1−εR2(t, x, ξ) ∈ C([0, T ];G0,0(Φ; g
(1,δ),(1−δ,0)
Φ,k ). From (3.4.11), (3.4.17),

(3.4.18) and noting the fact that the operator t1−εR2 is uniformly bounded in L2(Rn)
for 0 ≤ t ≤ T , it follows that

2Re〈KV2, V2〉L2 ≥ − C

t1−ε
〈V2, V2〉L2 , C > 0, (3.4.22)

where K = D+ (ψI +A) + (κ1t
−1+ε(ln(1 + Φ(x)〈Dx〉k))γ̃ +R1) +R2. From (3.4.21) and

(3.4.22), we have
∂t‖V2‖2L2 ≤ C(t−1+ε‖V2‖2L2 + ‖F2‖2L2).

Considering the above inequality as a differential inequality, we apply Gronwalls lemma
and obtain that

‖V2(t, ·)‖2L2 ≤ eCt
ε/ε

(
‖V2(0, ·)‖2L2 +

∫ t

0

‖F2(τ, ·)‖L2dτ

)
,
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for t ∈ [0, T ]. In other words, from (3.4.20),

‖U(t, ·)‖2Φ,k;s,−Λ(t),γ̃ ≤ C ′eCT
ε/ε

(
‖U(0, ·)‖2Φ,k;s +

∫ t

0

‖F (τ, ·)‖Φ,k;s,−Λ(τ),γ̃ dτ

)
.

Returning to our original solution u = u(t, x), we obtain that
1∑
j=0

‖∂jtu(t, ·)‖Φ,k;s+(1−j)e,−Λ(t),γ̃

≤ C ′eCT
ε/ε

(
2∑
j=1

‖fj‖Φ;s+(2−j)e +

∫ t

0

‖f(τ, ·)‖Φ,k;s,−Λ(τ),γ̃ dτ

)
.

This means that the original problem (3.1.7) is well-posed for u = u(t, x), with

u ∈ C
(
[0, T ];Hs+e,−Λ(t),γ̃

Φ,k

)
∩ C1

(
[0, T ];Hs,−Λ(t),γ̃

Φ,k

)
.

This shows that when (3.1.10) is satisfied one has an arbitrarily small loss if γ̃ ∈ (0, 1)
and finite loss if γ̃ = 1. When (3.1.10∗) is satisfied instead of (3.1.10), the proof follows
in similar lines. Note that the condition (3.1.10∗) suggests that the the coefficients are
bounded in t. This implies that the majorizing functions in (3.4.9) are zero order symbols
in both x and ξ as δ3 ∈ [0, 1) in (3.1.10∗). Implying that the elliptic operators in the
changes of variable as in (3.4.12) and (3.4.19) are order zero pseudodifferential operators
and hence one can take Λ(t) = 0 in the above discussion. This suggests that there is no
loss in regularity index. This concludes the proof.

3.5 Anisotropic Cone Condition

Existence and uniqueness follow from the a priori estimate established in the previous
section. It now remains to prove the existence of cone of dependence.

We note here that the L1 integrability of the singularity plays a crucial role in arriving
at the finite propagation speed. The implications of the discussion in [68, Section 2.3 &
2.5] to the global setting suggest that if the Cauchy data in (3.1.7) is such that f ≡ 0
and f1, f2 are supported in the ball |x| ≤ R, then the solution to Cauchy problem (3.1.7)
is supported in the ball |x| ≤ R + c∗ω(x)θ̃(t)t. Note that the support of the solution
increases as |x| increases since ω(x) is monotone increasing function of |x|. Recall that
θ̃(t) = (ln(1 + 1/t))γ̃. The quantity tθ̃(t) is bounded in [0, T ]. The constant c∗ is such
that the quantity c∗ω(x)θ̃(t) dominates the characteristic roots, i.e.,

c∗ = sup
{√

a(t, x, ξ)ω(x)−1θ̃(t)−1 : (t, x, ξ) ∈ [0, T ]× Rn
x × Rn

ξ , |ξ| = 1
}
. (3.5.1)

Here a(t, x, ξ) is as in (3.1.8).
In the following we prove the cone condition for the Cauchy problem (3.1.7) as in [76,

Section 3.11]. Let K(x0, t0) denote the cone with the vertex (x0, t0):

K(x0, t0) = {(t, x) ∈ [0, T ]× Rn : |x− x0| ≤ c∗ω(x)θ̃(t0 − t)(t0 − t)}.

Observe that the slope of the cone is anisotropic, that is, it varies with both x and t.
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3.5. Anisotropic Cone Condition

Proposition 3.5.1. The Cauchy problem (3.1.7) has a cone dependence, that is, if

f
∣∣
K(x0,t0)

= 0, fi
∣∣
K(x0,t0)∩{t=0} = 0, i = 1, 2, (3.5.2)

then
u
∣∣
K(x0,t0)

= 0. (3.5.3)

Proof. Consider t0 > 0, c∗ > 0 and assume that (3.5.2) holds. We define a set of operators
Pε(t, x, ∂t, Dx), 0 ≤ ε ≤ ε0 by means of the operator P (t, x, ∂t, Dx) in (3.1.7) as follows

Pε(t, x, ∂t, Dx) = P (t+ ε, x, ∂t, Dx), t ∈ [0, T − ε0], x ∈ Rn,

and ε0 < T − t0, for a fixed and sufficiently small ε0. For these operators we consider
Cauchy problems

Pεvε = f, t ∈ [0, T − ε0], x ∈ Rn,

∂k−1
t vε(0, x) = fk(x), k = 1, 2.

Note that vε(t, x) = 0 in K(x0, t0) and vε satisfies an a priori estimate (3.1.11) for all
t ∈ [0, T − ε0]. Further, we have

Pε1(vε1 − vε2) = (Pε2 − Pε1)vε2 , t ∈ [0, T − ε0], x ∈ Rn,

∂k−1
t (vε1 − vε2)(0, x) = 0, k = 1, 2.

Since our operator is of second order, for the sake of simplicity we denote bj(t, x), the
coefficients of lower order terms, as a0,j(t, x), 1 ≤ j ≤ n, and bn+1(t, x) as a0,0(t, x). Let
ai,0(t, x) = 0, 1 ≤ i ≤ n. Substituting s− e for s in the a priori estimate, we obtain

1∑
j=0

‖∂jt (vε1 − vε2)(t, ·)‖Φ,k;s−(j+Λ(t))e

≤ C

∫ t

0

‖(Pε2 − Pε1)vε2(τ, ·)‖Φ,k;s−e−Λ(τ)e dτ

≤ C

∫ t

0

n∑
i,j=0

‖(ai,j(τ + ε1, x)− ai,j(τ + ε2, x))Dijvε2(τ, ·)‖Φ,k;s−e−Λ(τ)e dτ,

(3.5.4)

where D00 = I,Di0 = 0, i 6= 0, D0j = ∂xj , j 6= 0 and Dij = ∂xi∂xj , i, j 6= 0. Using the
Taylor series approximation in τ variable, we have

|ai,j(τ + ε1, x)− ai,j(τ + ε2, x)| =
∣∣∣ ∫ τ+ε1

τ+ε2

(∂tai,j)(r, x)dr
∣∣∣

≤ ω(x)2
∣∣∣ ∫ τ+ε1

τ+ε2

θ̃(t)1−
1
γ̃

r
dr
∣∣∣

≤ ω(x)2|E(τ, ε1, ε2)|,

(3.5.5)

where

E(τ, ε1, ε2) =

(
ln

(
1 +

ε1 − ε2
τ + ε2

))γ̃

.
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Chapter 3. Mild and Logarithmic Blow-up

Note that ω(x) ≲ Φ(x) and E(τ, ε, ε) = 0. Then right-hand side of the inequality in
(3.5.4) is dominated by

C

∫ t

0

|E(τ, ε1, ε2)|‖vε2(τ, ·)‖Φ,k;s+(1−Λ(τ))e dτ,

where C is independent of ε. By definition, E is L1-integrable in τ .
The sequence vεk , k = 1, 2, . . . corresponding to the sequence εk → 0 is in the space

C
(
[0, T ∗];Hs−νe,

Φ,k

)⋂
C1
(
[0, T ∗];Hs−e−νe,

Φ,k

)
, T ∗ > 0,

for an arbitrarily small ν > 0 and u = lim
k→∞

vεk in the above space and hence, in
D′(K(x0, t0)). In particular,

〈u, ϕ〉 = lim
k→∞

〈vεk , ϕ〉 = 0, ∀ϕ ∈ D(K(x0, t0))

gives (3.5.3) and completes the theorem.

3.6 Existence of Counterexample

Let us consider a Cauchy problem of the form

∂2t u(t, x) + c(t)A(x,Dx)u = 0, (t, x) ∈ [0, T ]× Rn,

u(0, x) = 0, ∂tu(0, x) = f(x),
(3.6.1)

where A(x,Dx) = 〈x〉(I−4x)〈x〉 is a G-elliptic (see Definition 2.1.1), positive, self-adjoint
operator with the domain D(A) = {u ∈ L2(Rn) : Au ∈ L2(Rn)} and the propagation
speed c(t) is in C ([0, T ]) ∩ C1 ((0, T ]). In order to show that there exists a propagation
speed c(t) for which the Cauchy problem (3.6.1) has infinite loss of regularity (decay and
derivatives), we extend the techniques developed by Ghisi and Gobbino [35, Section 4]
to a global setting.

Let us first define the following special class propagation speeds.

Definition 3.6.1. We denote C(1) (µ1, µ2, θ) as the set of functions c ∈ C ([0, T ]) ∩
C1 ((0, T ]) that satisfy the following growth estimates

0 < µ1 ≤ c(t) ≤ µ2, t ∈ [0, T ], (3.6.2)

|c′(t)| ≤ C
θ(t)

t
, t ∈ (0, T ], (3.6.3)

for a positive and monotone decreasing function θ : (0, T ] → (0,+∞) satisfying

lim
t→0+

θ(t) = +∞. (3.6.4)

The set C(1) (µ1, µ2, θ) is a complete metric space with respect to the metric

d1 (c1, c2) := sup
t∈(0,T )

|c1(t)− c2(t)|+ sup
t∈(0,T )

{
t2

θ(t)
|c′1(t)− c′2(t)|

}
.
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3.6. Existence of Counterexample

A sequence cn converges to some c∞ with respect to the metric d1 if and only if
cn → c∞ uniformly in [0, T ] and for every τ ∈ (0, T ), c′n → c′∞ uniformly in [τ, T ].

Definition 3.6.2. We call D (µ1, µ2) the set of functions c : [0, T ] → [µ1, µ2] for which
there exists two real numbers T1 ∈ (0, T ) and µ3 ∈ (µ1, µ2) such that c(t) = µ3 for every
t ∈ [0, T1].

For the sake of simplicity, let us denote C(1) (µ1, µ2, θ) and D (µ1, µ2) by C(1) and D,
respectively.

Remark 3.6.1. From [35, Proposition 4.7], we have that D ∩ C(1) is dense in C(1). The
weight factor t2

θ(t)
appearing in the definition of the metric d1 plays a crucial role in proving

the above denseness result.

The main aim of this section is to prove the following result.

Theorem 3.6.1. The interior of the set of all c ∈ C(1) (µ1, µ2, θ) for which the Cauchy
problem (3.6.1) exhibits an infinite loss of regularity is nonempty.

Since the operator A is positive and G-elliptic, and the symbol

σ(Aκ) ∼ 〈x〉2κ〈ξ〉2κ + lower order terms, for κ ∈ R,

the Sobolev spaces associated to the Cauchy problem (3.6.1) are H2κ,2κ
⟨x⟩ . We characterize

the Sobolev spaces H2m,2m
⟨x⟩ (Rn),m ∈ Z, using the spectral theorem [58, Theorem 4.2.9]

for pseudodifferential operators on Rn. The theorem guarantees the existence of an or-
thonormal basis (ei(x))

∞
i=1, ei ∈ S(Rn), of L2(Rn) and a nondecreasing sequence (λi)

∞
i=1

of nonnegative real numbers diverging to +∞ such that

Aei(x) = λ2i ei(x). (3.6.5)

Using λis we identify v(x) ∈ H2m,2m
⟨x⟩ (Rn) with a sequence (vi) in weighted `2, where

vi = 〈v, ei〉L2 . One can prove the following proposition using Riesz representation theorem
showing the correspondence between H2m,2m

⟨x⟩ (Rn) and a weighted `2 space.

Proposition 3.6.2. Let (vi) be a sequence of real numbers and m ∈ Z. Then

∞∑
i=1

viei(x) ∈ H2m,2m
⟨x⟩ (Rn) if and only if

∞∑
i=1

λ2mi v2i < +∞.

Proof. Let m be a positive integer and v =
∑∞

i=1 viei(x). Suppose v ∈ H2m,2m
⟨x⟩ . This

implies that

‖Amv‖L2 =

∥∥∥∥∥Am
∞∑
i=1

viei(x)

∥∥∥∥∥
L2

=

∥∥∥∥∥
∞∑
i=1

viλ
α
i ei(x)

∥∥∥∥∥
L2

=
∞∑
i=1

v2i λ
2α
i < +∞.

This is yields the desired result for positive m.
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Now, let w =
∑∞

i=1wiei(x) be such that
∑∞

i=1 λ
−2m
i w2

i < +∞. Then,

〈w, v〉 =
∞∑
i=1

wivi ≤

(
∞∑
i=1

λ−2α
i w2

i

)1/2( ∞∑
i=1

λ2αi v
2
i

)1/2

< +∞.

Implying w ∈ H−2m,−2m
⟨x⟩ as v ∈ H2m,2m

⟨x⟩ .

Conversely, let w ∈ H−2m,−2m
⟨x⟩ . As H−2m,−2m

⟨x⟩ is dual of H2m,2m
⟨x⟩ , the Riesz representa-

tion theorem shows that there is a u =
∑

i uiei(x) ∈ H2m,2m
⟨x⟩ such that

〈w, v〉 = 〈u, v〉H2m,2m
⟨x⟩

= 〈Amu,Amv〉L2 =
∞∑
i=1

λ4mi uivi.

Implying w =
∑∞

i=1wiei(x) =
∑∞

i=1 λ
4m
i uiei(x). Since v ∈ H2m,2m

⟨x⟩ , it follows that

∞∑
i=1

λ−2m
i w2

i =
∞∑
i=1

λ2mi u2i < +∞,

as claimed.

The solution to (3.6.1) is u(t, x) =
∑∞

i=1 ui(t)ei(x) where the functions ui(t) satisfy
the decoupled system of ODEs

u′′i (t) + c(t)λ2iui(t) = 0, i ∈ N, t ∈ [0, T ],

ui(0) = 0, u′i(0) = fi,
(3.6.6)

for ∂tu(0, x) = f(x) =
∑∞

i=1 fiei(x).

Definition 3.6.3. (Infinite loss of regularity) We say that the solution to (3.6.1) expe-
riences infinite loss of regularity if the initial velocity f ∈ H2m,2m

⟨x⟩ for all m ∈ Z+ but
(u, ∂tu) /∈ H−2m̃+1,−2m̃+1

⟨x⟩ ×H−2m̃,−2m̃
⟨x⟩ for any m̃ ∈ Z+ and for t ∈ (0, T ].

Following the terminology of Ghisi and Gobbino [35], we now introduce special classes
of propagation speeds: universal and asymptotic activators. Let φ : (0,+∞) → (0,+∞)
be a function.

Definition 3.6.4. A universal activator of the sequence (λi) with rate φ is a propagation
speed c ∈ L1 ((0, T )) such that the corresponding sequence (ui(t)) of solutions to

u
′′

i (t) + c(t)λ2iui(t) = 0, ui(0) = 0, u′i(0) = 1, (3.6.7)

satisfies
lim sup
i→+∞

(
|u′i(t)|

2
+ λ2i |ui(t)|

2
)
exp (−φ (λi)) ≥ 1, ∀t ∈ (0, T ] . (3.6.8)

Then the solution u to problem (3.6.1) is given by

u(t, x) =
∞∑
i=1

fiui(t)ei(x).
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3.6. Existence of Counterexample

Definition 3.6.5. A family of asymptotic activators with rate φ is a family of propagation
speeds {cλ(t)} ⊆ L1 ((0, T )) with the property that, for every δ ∈ (0, T ) , there exist two
positive constants Mδ and λδ such that the corresponding family {uλ(t)} of solutions to

u′′λ(t) + cλ(t)λ
2uλ(t) = 0, uλ(0) = 0, u′λ(0) = 1, (3.6.9)

satisfies

|u′λ(t)|
2
+ λ2 |uλ(t)|2 ≥Mδ exp(2φ(λ)), ∀t ∈ [δ, T ] , ∀λ ≥ λδ. (3.6.10)

One can note that (3.6.8) is a qualitative statement which appears to be weaker
than the quantitative estimate (3.6.10). But a careful observation shows that (3.6.8) is
stronger as it concerns the family of equations (3.6.7), where the propagation speed is
the same for every i, while (3.6.10) concerns the family of equations (3.6.9), where the
propagation speed depends on λ. Following result by Ghisi and Gobbino establishes a
crucial connection between universal activators and infinite loss of regularity.

Proposition 3.6.3. (Ghisi & Gobbino [35]) By considering a subsequence of (λi)∞i=1 (as
in (3.6.5)) if required, let us assume, without loss of generality that

∞∑
i=1

1

λi
< +∞.

Let c ∈ L1((0, T ]) be a universal activator of the sequence (λi) with the rate φ. If φ is
such that

lim
ρ→+∞

φ(ρ)

ln ρ
= +∞, (3.6.11)

then the solutions to problem (3.6.1) exhibit an infinite loss of regularity according to
Definition 3.6.3.

The following result establishes a passage from asymptotic to universal activators
using the Baire category theorem.

Proposition 3.6.4. (Ghisi & Gobbino [35]) Let φ : (0,+∞) → (0,+∞) be a function
such that φ(ρ) → +∞ as ρ → +∞. Let C ⊆ L1 ((0, T0)) be a subset that is a complete
metric space with respect to some metric dC with the property that convergence with respect
to dC implies convergence in L1((0, T ]). Let there be a subset D ⊆ C, dense with respect
to the metric dC, such that for every c ∈ D there exists a family of asymptotic activators
(cλ) ⊆ C with rate φ such that cλ → c, always with respect to the metric dC. Then, for
every unbounded sequence (λi) of positive real numbers, the set of elements in C that are
universal activators of the sequence (λi) with rate φ is nonempty and residual in C.

The outline of the proof of Theorem 3.6.1 is as follows. Let C denote the set C(1) and
dC denote the respective metric d1. Due to the denseness of the set of initially constant
functions, D in C, for every c ∈ D there exists a family of asymptotic activators (cλ) ⊆ C
with rate φ such that cλ → c with respect to dC. The existence of families of asymptotic
activators converging to elements of a dense set implies the existence of a residual set
of universal activators. Since the problem (3.6.1) exhibits an infinite loss of regularity
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whenever c(t) is a universal activator, construction of couterexample amounts to the
existence of such asymptotic activators. Once the asymptotic activators are constructed
and if φ is such that φ(ρ) → +∞ as ρ → +∞, then Proposition 3.6.4 guarantees that
the set of elements in C that are universal activators of the sequence (λi) with rate φ is
residual in C. In addition, if the function φ satisfies (3.6.11), then by Proposition 3.6.3
we can show that for each of the universal activator c(t) of sequence (λn) with rate φ the
solution to problem (3.6.1) exhibits infinite loss of regularity. Thus, we are left with the
construction of asymptotic activators with rate φ satisfying (3.6.11).

Proof. (Proof of Theorem 3.6.1) We consider T1 and γ such that 0 < T1 < T and
0 < µ1 < γ2 < µ2, and define a initially constant speed c∗ : [0, T ] → [µ1, µ2] such that

c∗(t) = γ2, ∀t ∈ [0, T1] .

For every large enough real number λ, let aλ and bλ be real numbers such that

aλ :=
2π

γλ

⌊
λ1/4

⌋
, bλ :=

2π

γλ

⌊
λ1/2

⌋
.

where bαc stands for integer part of a real number α. Observe that

0 < aλ < 2aλ <
bλ
2
< bλ < T1,

γλaλ
2π

∈ N and γλbλ
2π

∈ N. (3.6.12)

Let us choose a cutoff function ν̃ : R → R of class C∞ such that 0 ≤ ν̃(r) ≤ 1, ν̃(r) = 0 for
r ≤ 0 and ν̃(r) = 1 for r ≥ 1. Setting θλ := min {θ (bλ) , lnλ}, we define ελ : [0, T ] → R
as

ελ(t) :=


0 if t ∈ [0, aλ] ∪ [bλ, T0]
θλ
t

if t ∈ [2aλ, bλ/2]
θλ
t
· ν̃
(
t−aλ
aλ

)
if t ∈ [aλ, 2aλ]

θλ
t
· ν̃
(

2(bλ−t)
bλ

)
if t ∈ [bλ/2, bλ]

(3.6.13)

Using the functions c∗(t) and ελ(t) we define cλ : [0, T ] → R as

cλ(t) := c∗(t)−
ελ(t)

4γλ
sin(2γλt)− ε′λ(t)

8γ2λ2
sin2(γλt)− ελ(t)

2

64γ4λ2
sin4(γλt). (3.6.14)

By Propositions 4.8 and 4.9 in [35], (cλ(t)) is a family of asymptotic activators with rate

φ(λ) :=
θλ

32γ2
ln

(⌊
λ1/2

⌋
bλ1/4c

)
,

and d1 (cλ, c∗) → 0 as λ → +∞. Since c∗ is a generic element of a dense subset, we see
that these universal activators cause an infinite loss of regularity.
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3.7 Discussion

In this chapter we have shown that when the singularity is at most logarithmic, the
solution experiences at most finite loss in regularity index. We now comment on the
optimality of the loss.

Is the logarithmic blow-up (q = γ̃ = 1, p = 0 in Definition 1.2.3) a threshold for the
finite loss? Yes. In fact, in Theorem 3.6.1 we have shown through an example that when
the blow-up rate of the first t-derivative exceeds O(t−1), one indeed encounters infinite
loss of regularity. The techniques used in this chapter in fact suggest that the loss of
infinite order is quite expected.

Suppose that the propagation speed c(t) satisfies the estimate (3.6.3), then the fol-
lowing observation

(ln(1/t))−1

∫ T

t

|c′(t)|dt→ +∞ as t→ 0+,

along with the region definitions given in Section 3.2 imply that the averaged behavior
of the majorizing function ψ̃ in (3.4.9) is given by

(ln(1 + Φ(x)〈ξ〉k))−1

∫ T

0

|ψ̃(t, x, ξ)|dt→ +∞ as |x|+ |ξ| → ∞.

This suggests that the function spaces involved in the change of variable (3.4.12) are of
exponential order in both x and Dx. For example, if θ(t) = ln(1/t), then the function
spaces are of the form{

v ∈ L2(Rn) : eκ(ln(1+Φ(x)⟨Dx⟩k)2u ∈ L2(Rn)
}
,

and the loss is quantified in these spaces. Thus, knowing the nature of θ(t) allows one to
quantify the infinite loss of regularity.
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Chapter 4

Oscillations and Strong Blow-up: q = 1 Case

When a problem of partial differential operators has been fitted into the abstract
theory, all that remains is usually to prove a suitable inequality and much of our
new knowledge is, in fact, essentially contained in such inequalities.

— Lars Gårding

The study of global well-posedness and regularity issues in case of oscillatory coeffi-
cients presents new difficulties from the point of view of the associated pseudodifferential
calculus and energy estimates. The study is complete only in the case of at most slow
oscillations in time and B∞(Rn) regularity in space, see [69]. Though certain special cases
of fast oscillations are studied in [50], [16] and [75] via the construction of a parametrix,
Colombini, Del Santo and Reissig remark in [16] that the case of fast oscillations remains
still open, let alone the case of very fast oscillations. They also show that one cannot
expect C∞ well-posedness in case of very fast oscillations.

In this chapter, we settle the well-posedness issue for the case of oscillatory behavior
in time and at most polynomial growth in space using the method of energy estimates.
In order to show the generality of our methodolgy, we allow the coefficients to be either
oscillatory or blowing-up near t = 0. Since the case of at most logarithmic blow-up is
already treated in the previous chapter, we consider the case of strong blow-up in this
chapter. We construct a loss operator depending on the behavior in x and the singularity
in t. The order of this operator determines the quantity of loss in the regularity index.

Singular Loss of
Behavior Regularity Index

Very Slow Oscillations Zero
Slow Oscillations Arbitrarily small
Fast Oscillations Finite

Very Fast Oscillations (q = 1) Infinite
Strong Blow-up Infinite

Table 4.1: Quantity of loss in the regularity index depending on the singular behavior
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Chapter 4. Oscillations and Strong Blow-up: q = 1 Case

4.1 Introduction and Statement of Main Results

Let us consider the prototypical Cauchy problem:

∂2t u− a(t, x)∆xu = 0, (t, x) ∈ [0, T ]× Rn,

u(0, x) = u1(x), ∂tu(0, x) = u2(x),

}
(4.1.1)

where the coefficient a(t, x) is in C2((0, T ];C∞(Rn)) and satisfies the following estimates

a(t, x) ≥ C0 ω(x)
2, (4.1.2)

|∂βxa(t, x)| ≤ C
(1)
β θ̃(t) ω(x)2Φ(x)−|β|, (4.1.3)

|∂βx∂ta(t, x)| ≤ C
(2)
β

θ(t)

t
ω(x)2Φ(x)−|β|, (4.1.4)

|∂βx∂2t a(t, x)| ≤ C
(3)
β

(
θ(t)

t

)2

eψ(t)ω(x)2Φ(x)−|β|, (4.1.5)

where (t, x) ∈ (0, T ] × Rn, β ∈ Nn
0 , C0, C

(j)
β > 0, j = 1, 2, 3. Here θ̃, θ, ψ : (0,+∞) →

(0,+∞) are some positive nonincreasing smooth functions such that θ̃(t), θ(t), ψ(t) ≥ 1.

Remark 4.1.1. From (4.1.4), we have the following estimate

|∂βxa(T, x)− ∂βxa(t, x)| ≤
∫ T

t

|∂βx∂sa(s, x)|ds ≤ Cβω(x)
2Φ(x)−|β|

∫ T

t

θ(s)

s
ds.

Since, with respect to the t-variable, ∂βxa(t, x) is in C1([T0, T ]) for any T0 > 0, we have
|∂βxa(T, x)| ≤ Cω(x)2Φ(x)−|β|. Implying

|∂βxa(t, x)| ≤ Cβω(x)
2Φ(x)−|β|

∫ T

t

θ(s)

s
ds.

Hence, we define θ̃(t) as

θ̃(t) =

{
C
∫ T
t

θ(s)
s
ds, when a(t, ·) is unbounded

1, otherwise,
(4.1.6)

for some C > 0. The definition (4.1.6) of θ̃ suggests that it grows at least as | ln t| near
t = 0 and |θ̃(t)′| = θ(t)

t
when the coefficients are unbounded in t.

Below are certain examples of a(t, x) satisfying (4.1.2) - (4.1.5). Let n = 1, κ1, κ2 ∈
[0, 1] and T be sufficiently small.

Example 4.1.1. a(t, x) = 4〈x〉2κ1 (2 + sin (〈x〉1−κ2)) c(t) where

c(t) = 2 + e−| ln t|1−α sin
(
| ln t|2αe| ln t|1−α

)
, for some α ∈ (0, 1).

Here ω(x) = 2〈x〉κ1 ,Φ(x) = 〈x〉κ2 , θ̃(t) = 3, θ(t) = | ln t|α, and ψ(t) = | ln t|1−α.
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4.1. Introduction and Statement of Main Results

Figure 4.1: Behavior w.r.t time variable for the Examples 4.1.1 and 4.1.2

Figure 4.2: Plot of Example 4.1.3

Example 4.1.2. a(t, x) = 9〈x〉2(2 + t sin(1/t)). Here ω(x) = 3〈x〉,Φ(x) = 〈x〉, θ̃(t) =
θ(t) = 1 and ψ(t) = ln

(
1 + 1

t

)
.

Example 4.1.3. a(t, x) = 2 + (ln(1 + 1/t))4 + sin(ln t). Here ω(x) = Φ(x) = 1, θ̃(t) =
(ln(1 + 1/t))4, θ(t) = (ln(1 + 1/t))3, and ψ(t) = 1.

We define a function ϑ : (0,+∞) → (0,+∞) as

ϑ

(
1

t

)
:= θ(t)(θ̃(t) + ψ(t)). (4.1.7)

This function plays a crucial role in performing conjugation and in defining Sobolev
spaces. The rate of growth of ϑ defines the quantity of the loss in regularity. For the
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Chapter 4. Oscillations and Strong Blow-up: q = 1 Case

purpose of pseudodifferential calculus in our context, we need ϑ to satisfy the following
estimate ∣∣∣∣ djdrj ϑ(r)

∣∣∣∣ ≤ Cj
ϑ(r)

rj
, r ∈ R+ (4.1.8)

for some Cj > 0. Note that the above estimate is natural for logarithmic-type functions.
The goals of this chapter are as follows:

1. Analyze the loss of regularity when

ϑ(1/t) ≤ C∗
0 ln

(
1 +

1

t

)
. (4.1.9)

This is the case for very slow to fast oscillations. When the coefficients are only
dependent on time, the well-posedness issue is addressed using the energy methods
by Ghisi and Gobbino [35] via the spectral theory of self-adjoint operators and
by Reissig [69, Theorem 8] via Fourier transformation with respect to x. In this
chapter, we extend the results to a global setting using pseudodifferential calculus
and energy methods.

2. Analyze the loss of regularity when (4.1.9) is violated i.e.,

lim
t→0+

ϑ(1/t)

| ln t|
= ∞, and

C∗
1

(
ln

(
1 +

1

t

))ϱ1
≤ ϑ

(
1

t

)
≤ C∗

2

(
ln

(
1 +

1

t

))ϱ2
,

 (4.1.10)

for some 1 < %1 ≤ %2. This is the case for very fast oscillations (q = 1) and
strong blow-up (at most as | ln t|r, r > 1). When the coefficients are independent
of x, Colombini et al. [16, Theorem 1.2 and 1.4] have shown that one can not
expect C∞ well-posedness in the case of very fast oscillations. In this chapter, we
establish global well-posedness for the both the cases and quantify the infinite loss
of regularity using infinite order pseudodifferential operators.

To handle the singular behavior in the global setting we propose a new localization
technique on the extended phase space. We employ a diagonalization procedure to arrive
at an equivalent first order system whose symbols contain singularities localized in certain
regions of the extended phase space. This helps in arriving at an appropriate loss operator
for conjugation so that one can microlocally compensate the loss of regularity. The loss
operator is of the form

eν(t)Θ(x,Dx), (4.1.11)

where ν ∈ C([0, T ]) ∩ C1((0, T ]) and Θ(x, ξ) = σ(Θ(x,Dx)) is defined as

Θ(x, ξ) := ϑ(Φ(x)〈ξ〉k) = θ
(
h(x, ξ)

)(
θ̃(h(x, ξ)) + ψ(h(x, ξ))

)
(4.1.12)

When (4.1.10) is satisfied, the operator in (4.1.11) is of infinite order in both x and Dx.
The operator Θ(x,Dx) explains the quantity of the loss by linking it to the metric on the
phase space and the singular behavior while ν(t) gives a scale for the loss. The symbol of
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4.1. Introduction and Statement of Main Results

the operator arising after the conjugation is governed by a metric g̃Φ,k that is conformally
equivalent to the initial metric gΦ,k. The metric g̃Φ,k is of the form

g̃Φ,k = Θ(x, ξ)2gΦ,k. (4.1.13)

This is discussed in Section 4.4.

4.1.1 Sobolev Spaces
Following are the Sobolev spaces defined using the loss operator.

Definition 4.1.1. The Sobolev space Hs,δ
Φ,k;Θ(Rn) for s = (s1, s2) ∈ R2 and δ ∈ R is

defined as

Hs,δ
Φ,k;Θ(R

n) = {v ∈ L2(Rn) : eδΘ(x,Dx)Φ(x)s2〈Dx〉s1k v ∈ L2(Rn)}, (4.1.14)

equipped with the norm ‖v‖Φ,k;Θ,δ,s = ‖eδΘ(·,D)Φ(·)s2〈D〉s1k v‖L2 .

Here the operator Θ(x,Dx) is as in (4.1.12). When ϑ satisfies the estimate in (4.1.9),
the operator eδΘ(x,Dx) is a finite order pseudodifferential operator. In that case, the
Sobolev spaces Hs,δ

Φ,k;Θ(Rn) are of the form given by the following definition.

Definition 4.1.2. The Sobolev space Hs
Φ,k(Rn) for s = (s1, s2) ∈ R2 is defined as

Hs
Φ,k(Rn) = {v ∈ L2(Rn) : Φ(x)s2〈Dx〉s1k v ∈ L2(Rn)}, (4.1.15)

equipped with the norm ‖v‖Φ,k;s = ‖Φ(·)s2〈D〉s1k v‖L2 .

Remark 4.1.2. (Relation between Hs,δ
Φ,k;Θ(Rn) and Hs

Φ,k(Rn))

1. If ϑ is a bounded function then we have the equivalence Hs
Φ,k(Rn) ≡ Hs,δ

Φ,k;Θ(Rn), as
Θ(x, ξ) is a bounded function in both x and ξ.

2. If lim
t→0+

ϑ(1/t)
| ln t| = 0, Hs+εe

Φ,k (Rn) ⊆ Hs,δ
Φ,k;Θ(Rn) ⊆ Hs−εe

Φ,k (Rn) for every ε > 0.

3. If ϑ(1/t) ≡ C0 ln(1 + 1/t) for some C0 > 0, then Hs+C0δe
Φ,k (Rn) ≡ Hs,δ

Φ,k;Θ(Rn). Here
Θ(x, ξ) = C0 ln(1 + Φ(x)〈ξ〉k).

4.1.2 Main Results
Let us generalize the problem (4.1.1) and consider{

P (t, x,Dt, Dx)u(t, x) = f(t, x), (t, x) ∈ (0, T ]× Rn,

u(0, x) = f1(x), ∂tu(0, x) = f2(x)
(4.1.16)

with the strictly hyperbolic operator P (t, x,Dt, Dx) = −D2
t + a(t, x,Dx) + b(t, x,Dx)

where

a(t, x, ξ) =
n∑

j,l=1

aj,l(t, x)ξjξl and b(t, x, ξ) = i
n∑
j=1

bj(t, x)ξj + bn+1(t, x). (4.1.17)
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Chapter 4. Oscillations and Strong Blow-up: q = 1 Case

The matrix (aj,l(t, x)) is real symmetric with aj,l ∈ C2((0, T ];C∞(Rn)) and the lower
order coefficients bj ∈ C([0, T ];C∞(Rn)). The assumptions on P are as follows

a(t, x, ξ) ≥ C0〈ξ〉2kω(x)2, (4.1.18)
|∂αξ ∂βx b(t, x, ξ)| ≤ Cαβ〈ξ〉1−|α|

k ω(x)Φ(x)−|β|, (4.1.19)

for (t, x, ξ) ∈ [0, T ]× Rn × Rn and

|∂αξ ∂βxa(t, x, ξ)| ≤ Cαβ〈ξ〉2−|α|
k ω(x)2Φ(x)−|β|θ̃(t), (4.1.20)

|∂αξ ∂βx∂ta(t, x, ξ)| ≤ Cαβ〈ξ〉2−|α|
k ω(x)2Φ(x)−|β| θ(t)

t
, (4.1.21)

|∂αξ ∂βx∂2t a(t, x, ξ)| ≤ Cαβ〈ξ〉2−|α|
k ω(x)2Φ(x)−|β| θ(t)

2

t2
eψ(t), (4.1.22)

for (t, x, ξ) ∈ (0, T ]× Rn × Rn, α, β ∈ Nn
0 .

Following are the main results of this chapter whose proofs are presented in Section
4.5. Let e = (1, 1).

Theorem 4.1.1 (zero, arbitrarily small or finite loss). Consider the strictly hyper-
bolic Cauchy problem (4.1.16) satisfying the conditions (4.1.18) - (4.1.22) and (4.1.9).
Let the initial datum fj belong to H

s+(2−j)e
Φ,k (Rn), j = 1, 2 and the right hand side

f ∈ C([0, T ];Hs
Φ,k(Rn)). Then, for every ε ∈ (0, 1) there exist κ0, κ1 > 0 such that

for every s ∈ R2 there is a unique global in time solution

u ∈
1⋂
j=0

C1−j
(
[0, T ];Hs+je,−κ(t)

Φ,k;Θ (Rn)
)
,

where

κ(t) =

{
κ0 + κ1t

ε/ε, when θ̃ is unbounded
κ0 + κ1t, otherwise.

More specifically, the solution satisfies the a-priori estimate

C

1∑
j=0

‖∂jtu(t, ·)‖Φ,k;Θ,−κ(t),s+(1−j)e ≤
2∑
j=1

‖fj‖Φ,k;s+(2−j)e

+

∫ t

0

‖f(τ, ·)‖Φ,k;Θ,−κ(τ),s dτ

(4.1.23)

for 0 ≤ t ≤ T, C = Cs > 0.

In view of the Remark 4.1.2, we see that when θ(t), θ̃(t) and ψ(t) are all bounded i.e.,
Θ(x, ξ) ∼ 1, we have no loss. When ϑ(1/t) ∼ ln(1 + 1/t) i.e., Θ(x, ξ) ∼ ln(1 +Φ(x)〈ξ〉k),
we have at most finite loss of regularity. In between both the cases, the loss is arbitrarily
small. The above result not only extends [69, Theorem 8] to the case of coefficients
depending on x and unbounded in t but also to a global setting and hence settles the
well-posedness issue for the oscillatory behavior case.
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Theorem 4.1.2 (Infinite Loss). Consider the strictly hyperbolic Cauchy problem (4.1.16)
satisfying the conditions (4.1.18) - (4.1.22) and (4.1.10) with generic constant Cαβ re-
placed by CC ′

|α|K
′
|β| as in (4.3.6). Let the initial datum fj belong to Hs+(2−j)e,δ1

Φ,k;Θ (Rn),
δ1 > 0, j = 1, 2 and the right hand side f ∈ C([0, T ];Hs,δ2

Φ,k;Θ(Rn)), δ2 > 0. Then, for
every ε ∈ (0, 1) there exist δ∗, κ̃0, κ̃1 > 0 such that for every s ∈ R2 there exists a unique
solution

u ∈
1⋂
j=0

C1−j
(
[0, T ∗];Hs+je,κ̃(t)

Φ,k;Θ (Rn))
)
,

where

κ̃(t) =

{
κ̃0 + κ̃1(T0

ε − tε)/ε, when θ̃ is unbounded
κ̃0 + κ̃1(T0 − t), otherwise,

and T0 = min{δ∗, δ1, δ2}. More specifically, the solution satisfies the a-priori estimate

C

1∑
j=0

‖∂jtu(t, ·)‖Φ,k;Θ,κ̃(t),s+(1−j)e ≤
2∑
j=1

‖fj‖Φ,k;Θ,κ̃(0),s+(2−j)e

+

∫ t

0

‖f(τ, ·)‖Φ,k;Θ,κ̃(τ),s dτ

(4.1.24)

for 0 ≤ t ≤ T ∗, C > 0.

4.2 Subdivision of the Phase Space

We divide the extended phase space, J = [0, T ] × Rn × Rn, into three regions using the
Planck function, h(x, ξ) = (Φ(x)〈ξ〉k)−1, and the functions θ̃, θ and ψ which specify the
order of singularity. Let us define tx,ξ and t̃x,ξ for a fixed (x, ξ) as

tx,ξ = N h(x, ξ)θ(h(x, ξ)), and
t̃x,ξ = N h(x, ξ)θ̃(h(x, ξ))θ(h(x, ξ))eψ(h(x,ξ)),

where N is the positive integer. For a fixed (x, ξ) we split the time interval as

[0, T ] = [0, tx,ξ] ∪ (tx,ξ, t̃x,ξ] ∪ (t̃x,ξ, T ]

and define the regions as below:

Zint(N) = {(t, x, ξ) ∈ J : 0 ≤ t ≤ tx,ξ},
Zmid(N) = {(t, x, ξ) ∈ J : tx,ξ < t ≤ t̃x,ξ},
Zext(N) = {(t, x, ξ) ∈ J : t̃x,ξ < t}.

Note that for all (x, ξ) ∈ R2n,

h(x, ξ) ≤ tx,ξ ≤ t̃x,ξ ≤ T. (4.2.1)
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Remark 4.2.1. When θ̃(t) and ψ(t) are bounded functions we see that tx,ξ ∼ t̃x,ξ. In
such a case, given (x, ξ) we split the time interval and the extended phase space as

[0, T ] = [0, tx,ξ] ∪ (tx,ξ, T ],

J = Zint(N) ∪ Zext(N).

We do not need the region Zmid(N). An example of such a case is - θ(t) ∼ (ln(1 +
1/t))γ̃, θ̃(t) = ψ(t) = 1, γ̃ ∈ [0,+∞). In [16] where fast oscillating coefficients depending
only on t are dealt, the authors subdivide the extended phase space into two regions -
Zint(N) and Zext(N) using the time splitting point tx,ξ.

4.3 Parameter Dependent Global Symbol Classes

In this section, we define parameter dependent global symbol classes whose geometry is
governed by the metrics gΦ,k and g̃Φ,k as in (4.1.13). Let mj ∈ R for j = 1, . . . , 6.

Definition 4.3.1. Gm1,m2

Φ,k (m1,m2) is the space of all functions a = a(x, ξ) ∈ C∞(R2n)
satisfying the symbolic estimate

|∂αξDβ
xa(x, ξ)| ≤ Cαβ〈ξ〉m1−|α|

k ω(x)m2Φ(x)−|β|,

for constants Cαβ > 0 and all α, β ∈ Nn
0 .

We denote by G−∞ the class of symbols in⋂
m1,m2∈R

Gm1,m2

Φ,k (m1,m2).

Note that Cαβ(> 0) is a generic constant.

Definition 4.3.2. Gm1,m2(ω, g̃Φ,k) is the space of all functions a = a(x, ξ) ∈ C∞(R2n)
satisfying the symbolic estimate

|∂αξDβ
xa(x, ξ)| ≤ Cαβ〈ξ〉m1−|α|

k ω(x)m2Φ(x)−|β|Θ(x, ξ)(|α|+|β|),

for constants Cαβ > 0 and all α, β ∈ Nn
0 .

Definition 4.3.3. Gm1,m2{m3}(ω, gΦ,k)(1)N is the space of all functions a(t, x, ξ) in
C2((0, T ];C∞(R2n)) satisfying

|∂αξDβ
xa(t, x, ξ)| ≤ Cαβ〈ξ〉m1−|α|

k ω(x)m2Φ(x)−|β|θ̃(t)m3 (4.3.1)

for constants Cαβ > 0 and for all (t, x, ξ) ∈ Zint(N) and all α, β ∈ Nn
0 .

Definition 4.3.4. Gm1,m2{m3,m4,m5}(ω, gΦ,k)(2)N is the space of all functions a(t, x, ξ) ∈
C2((0, T ];C∞(R2n)) satisfying the symbolic estimate

|∂αξDβ
xa(t, x, ξ)| ≤ Cαβ〈ξ〉m1−|α|

k ω(x)m2Φ(x)−|β|
(
θ(t)

t

)m3

θ̃(t)m4+m5(|α|+|β|). (4.3.2)

for constants Cαβ > 0 and for all (t, x, ξ) ∈ Zmid(N) and all α, β ∈ Nn
0 .
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Definition 4.3.5. Gm1,m2{m3,m4,m5,m6}(ω, gΦ,k)(3)N for m3 ≥ m4, is the space of all
functions a(t, x, ξ) ∈ C2((0, T ];C∞(R2n)) satisfying the symbolic estimate

|∂αξDβ
xa(t, x, ξ)| ≤ Cαβ〈ξ〉m1−|α|

k ω(x)m2Φ(x)−|β|
(
θ(t)

t

)m3

em4ψ(t)θ̃(t)m5+m6(|α|+|β|). (4.3.3)

for constants Cαβ > 0 and for all (t, x, ξ) ∈ Zext(N) and all α, β ∈ Nn
0 .

Similar to Definition 4.3.2, we can define Gm1,m2{m3}(ω, g̃Φ,k)(1)N ,

Gm1,m2{m3,m4,m5}(ω, g̃Φ,k)(2)N and Gm1,m2{m3,m4,m5,m6}(ω, g̃Φ,k)(3)N .

Remark 4.3.1. When θ̃(t) is a bounded function, we have

Gm1,m2{m3}(ω, gΦ,k)(1)N ≡ Gm1,m2{0}(ω, gΦ,k)(1)N ,

Gm1,m2{m3,m4,m5}(ω, gΦ,k)(2)N ≡ Gm1,m2{m3, 0, 0}(ω, gΦ,k)(2)N ,

Gm1,m2{m3,m4,m5,m6}(ω, gΦ,k)(3)N ≡ Gm1,m2{m3,m4, 0, 0}(ω, gΦ,k)(3)N .

 (4.3.4)

Given a t-dependent global symbol a(t, x, ξ), we can associate a pseudodifferential
operator Op(a) = a(t, x,Dx) to a(t, x, ξ) by the following oscillatory integral

a(t, x,Dx)u(t, x) =

∫∫
R2n

ei(x−y)·ξa(t, x, ξ)u(t, y)dydξ

=

∫
Rn

eix·ξa(t, x, ξ)û(t, ξ)đξ.

where đξ = (2π)−ndξ.
As for the calculus of symbol classes Gm1,m2(ω, gΦ,k), we refer to [58, Section 1.2 &

3.1]. The calculus for the operators with symbols in the additive form

a(t, x, ξ) = a1(t, x, ξ) + a2(t, x, ξ) + a3(t, x, ξ), for
a1 ∈ Gm̃1,m̃2{m̃3}(ω, gΦ,k)(1)N ,

a2 ∈ Gm′
1,m

′
2{m′

3,m
′
4,m

′
5}(ω, gΦ,k)

(2)
N

a3 ∈ Gm1,m2{m3,m4,m5,m6}(ω, gΦ,k)(3)N

 (4.3.5)

is given in Section A.2 of Appendix A. The calculus for the g̃Φ,k versions of the symbol
classes follows in similar lines. This requires that the function Θ(x, ξ) is sub-additive and
sub-multiplicative both x and ξ variables separately i.e.,

Θ(x+ y, ξ) ≤ C
(
Θ(x, ξ) + Θ(y, ξ)

)
, Θ(x+ y, ξ) ≤ CΘ(x, ξ)Θ(y, ξ),

Θ(x, ξ + η) ≤ C
(
Θ(x, ξ) + Θ(x, η)

)
, Θ(x, ξ + η) ≤ CΘ(x, ξ)Θ(x, η).

In fact, the sub-multiplicative property can be derived from the sub-additivity as Θ ≥ 1.
While dealing with the case of infinite order loss, we need to keep track of the weight

sequences with respect to both x and ξ. To this end we replace the generic constant Cαβ
by CC ′

|α|K
′
|β| such that

inf
j∈N

C ′
jK

′
j

(Φ(x)〈ξ〉k)j
≲ e−δ0Θ(x,ξ), δ0 > 0. (4.3.6)
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The calculus of the operators with symbols governed by such weight sequences can be
developed in similar lines to the calculi given in Section A.2 of Appendix A and Section
A.3 of Appendix Awhich are based on the standard techniques from the book [58, Section
6.3].

4.4 Conjugation by an Infinite Order Pseudodifferential Operator

In this section, we perform a conjugation of operators with symbols of the form (4.3.5)
by eν(t)Θ(x,Dx). Here we assume that ν(t) is a continuous function for t ∈ [0, T ]. When
eν(t)Θ(x,Dx) is an infinite order pseudodifferential operator, we need to consider an appro-
priate weight sequence so that the conjugation is well-defined. For this reason one can
replace the generic contant Cαβ appearing in the definitions of the symbol classes with
CC ′

|α|K
′
|β| satisfying the condition (4.3.6).

The following proposition gives an upper bound on the function ν(t) for the conjuga-
tion to be well defined.

Theorem 4.4.1. Consider a symbol a(t, x, ξ) as in (4.3.5) where the generic constant Cαβ
in the symbol estimates (4.3.1)- (4.3.3) is replaced by CC ′

|α|K
′
|β| satisfying the condition

(4.3.6). Let ν = ν(t) ∈ C([0, T ]) ∩ C1((0, T ]). Then, there exists δ∗ > 0 such that for
ν(t) > 0 with ν(t) < δ∗,

eν(t)Θ(x,Dx)a(t, x,Dx)e
−ν(t)Θ(x,Dx) = a(t, x,D) +

3∑
j=1

r(j)ν (t, x,Dx), (4.4.1)

where r(j)ν (t, x,Dx), j = 1, 2, 3, are such that

Θ(x, ξ)−1r(1)ν (t, x, ξ) ∈ L∞ ([0, T ];G−∞,l∗2−1(Φ, g̃Φ,k)
)

Θ(x, ξ)−1r(2)ν (t, x, ξ) ∈ L∞ ([0, T ];Gl∗1−1,−∞(Φ, g̃Φ,k)
)} , if θ̃ is bounded,

t1−εΘ(x, ξ)−1r(1)ν (t, x, ξ) ∈ C
(
[0, T ];G−∞,l∗2−1(Φ, g̃Φ,k)

)
t1−εΘ(x, ξ)−1r(2)ν (t, x, ξ) ∈ C

(
[0, T ];Gl∗1−1,−∞(Φ, g̃Φ,k)

)} , otherwise,

while Θ(x, ξ)−1r
(3)
ν (t, x, ξ) ∈ L∞([0, T ];G−∞) for every ε ∈ (0, 1) and l∗i = max{m̃i,m

′
i +

m′
3,mi +m3}, i = 1, 2.

To prove Theorem 4.4.1, we need the following lemma, which can be given an inductive
proof.

Lemma 4.4.2. Let δ 6= 0. Then, for every α, β ∈ Zn+, we have

∂βx∂
α
ξ e

δΘ(x,ξ) ≤ (Cδ)|α|+|β|α!β!eδΘ(x,ξ)Φ(x)−|β|〈ξ〉−|α|
k Θ(x, ξ)|α|+|β|.

Proof of Theorem 4.4.1. Throughout this proof we write ν in place of ν(t) for the sake
of simplicity of the notation. Let aν,Θ(t, x, ξ) be the symbol of the operator

exp{νΘ(x,Dx)}a(t, x,Dx) exp{−νΘ(x,Dx)}.
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4.4. Conjugation by an Infinite Order Pseudodifferential Operator

Then aν,Θ(t, x, ξ) can be written in the form of an oscillatory integral (for example, see
[51, Chapter 2]) as follows:

aν,Θ(t, x, ξ) =

∫
· · ·
∫
e−iy·ηe−iz·ζeνΘ(x,ξ+ζ+η)a(t, x+ z, ξ + η) (4.4.2)

× e−νΘ(x+y,ξ)dzđζdyđη,

Taylor expansions of exp{νΘ(x, ξ)} in the first and second variables, respectively, are

e−νΘ(x+y,ξ) = e−νΘ(x,ξ) +
n∑
j=1

∫ 1

0

yj∂w′
j
e−νΘ(w′,ξ)

∣∣∣
w′=x+θ1y

dθ1, and

eνΘ(x,ξ+ζ+η) = eνΘ(x,ξ) +
n∑
i=1

∫ 1

0

(ζi + ηi)∂wie
νΘ(x,w)

∣∣∣
w=ξ+θ2(η+ζ)

dθ2.

We can write aν,Θ as

aν,Θ(t, x, ξ) = a(t, x, ξ) +
3∑
l=1

r(l)ν (t, x, ξ) where

r(l)ν (x, ξ) =

∫
· · ·
∫
e−iy·ηe−iz·ζIla(t, x+ z, ξ + η)dzđζdyđη,

and Il, l = 1, 2, 3 are as follows:

I1 = eνΘ(x,ξ)

n∑
j=1

∫ 1

0

yj∂w′
j
e−νΘ(w′,ξ)

∣∣∣
w′=x+θ1y

dθ1,

I2 = e−νΘ(x,ξ)

n∑
i=1

∫ 1

0

(ζi + ηi)∂wie
νΘ(x,w)

∣∣∣
w=ξ+θ2(ζ+η)

dθ2,

I3 =

(
n∑
i=1

∫ 1

0

(ζi + ηi)∂wie
νΘ(x,w)

∣∣∣
w=ξ+θ2(ζ+η)

dθ2

)

×

(
n∑
j=1

∫ 1

0

yj∂w′
j
e−νΘ(w′,ξ)

∣∣∣
w′=x+θ1y

dθ1

)
.

Denote the indicator functions for the regions Zint(N), Zmid(N) and Zext(N) by χ1,
χ2 and χ3,respectively. Let m∗

1 = max{m̃1,m
′
1,m1} and m∗

2 = max{m̃2,m
′
2,m2}.

We will now determine the growth estimate for r(1)ν (t, x, ξ) using integration by parts
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(see for example, [70, Section 1.4]). For α, β, κ ∈ (Z+
0 )

n and l ∈ Z+ we have

∂αξ ∂
β
xr

(1)
ν (t, x, ξ)

=
n∑
j=1

∑
β′+β′′≤β

∑
α′+α′′≤α

∫
· · ·
∫
y−κyκe−iy·ηe−iz·ζ(∂α

′

ξ ∂
β′

x Dξja)(t, x+ z, ξ + η)

×
∫ 1

0

∂α
′′

ξ ∂β
′′

x ∂w′
j
eν(Θ(x,ξ)−Θ(w′,ξ))

∣∣∣
w′=x+θ1y

dθ1dzđζdyđη

=
n∑
j=1

∑
β′+β′′≤β

∑
α′+α′′≤α

∫
· · ·
∫
y−κe−iy·ηe−iz·ζ〈η〉−2l

k 〈y〉−2l
k 〈z〉−2l

k 〈Dζ〉2lk 〈ζ〉−2l
k

× 〈Dη〉2lk 〈Dz〉2lk Dκ
η (∂

α′

ξ ∂
β′

x Dξja)(t, x+ z, ξ + η)

×
∫ 1

0

〈Dy〉2lk ∂α
′′

ξ ∂β
′′

x ∂w′
j
eν(Θ(x,ξ)−Θ(w′,ξ))

∣∣∣
w′=x+θ1y

dθ1dzđζdyđη.

Using the easy to show inequality Φ(x+ z)r ≤ 2|r|Φ(x)rΦ(z)|r|, ∀r ∈ R,

∂w′
j
eν(Θ(x,ξ)−Θ(w′,ξ))

∣∣∣
w′=x+θ1y

≤ E1(t, x, y, ξ)Φ(x+ θ1y)
−1Θ(x+ θ1y, ξ)

≤ CE1(t, x, y, ξ)Φ(x)
−1Φ(y)Θ(x, ξ)Θ(y, ξ).

where E1(t, x, y, ξ) = exp{ν(Θ(x, ξ)−Θ(x+ θ1y, ξ))}. From the following estimation

∣∣∣ 2l∑
j=0

∂jyie
ν(Θ(x,ξ)−Θ(w′,ξ))

∣∣∣
w′=x+θ1y

∣∣∣ ≤ CE1(t, x, y, ξ)
2l∑
j=0

(
Θ(x+ θ1y, ξ)

Φ(x+ θ1y)

)j

≤ CE1

2l∑
j=0

(
(ln(2Φ(x+ θ1y)〈ξ〉k))ϱ2

Φ(x+ θ1y)

)j

= CE1

2l∑
j=0

(
(ln(2Φ(x+ θ1y)))

j

Φ(x+ θ1y)j/ϱ2
+

(ln〈ξ〉k)j

Φ(x+ θ1y)j/ϱ2

)ϱ2
≤ CE1(ln〈ξ〉k)2ϱ2l,

we have
〈Dy〉2lk E1(t, x, y, ξ) ≤ CE1(t, x, y, ξ)(ln〈ξ〉k)2ϱ2l.

Let

G(t, x, ξ) = χ1ω(x)
m̃2〈ξ〉m̃1

k θ̃(t)m̃3 + χ2ω(x)
m′

2〈ξ〉m
′
1

k

(
θ(t)

t

)m′
3

θ̃(t)m
′
4+m

′
5(|α|+|β|+1+4l)

+ χ3ω(x)
m2〈ξ〉m1

k

(
θ(t)

t

)m3

em4ψ(t)θ̃(t)m5+m6(|α|+|β|+1+4l).

Note that for |y| ≥ 1 we have 〈y〉 ≤
√
2|y| and in the case |y| < 1 we have 〈y〉 <

√
2.

54



4.4. Conjugation by an Infinite Order Pseudodifferential Operator

Using these estimates along with the fact that 〈y〉−|κ| ≤ Φ(y)−|κ| we have

|∂αξ ∂βxr(1)ν (t, x, ξ)| ≤ CC ′
|α|+1K

′
|β|+1Θ(x, ξ)1+|α|+|β|Φ(x)−1−|β|〈ξ〉−1−|α|

k G(t, x, ξ)

×
∑

β′+β′′≤β

∑
α′+α′′≤α

∫
· · ·
∫
ω(z)|m

′
2|Φ(z)|β

′|Φ(y)1+|β′′|

×Θ(y, ξ)1+|β′′|+|α′′|〈η〉|m
′
1−1−|α′||+|κ|−2l

k (ln(〈ξ〉k))2ϱ2lθ̃(t)κ

×
C ′

|κ|K
′
|κ|

(Φ(y)〈ξ〉k)|κ|
E1(t, x, y, ξ)〈z〉−2l

k 〈y〉−2l
k 〈ζ〉−2l

k dzđζdyđη.

Given α, β and κ, we choose l such that 2l > n+max{m∗
1,m

∗
2}+ |α|+ |β|+ |κ|. So that

|∂αξ ∂βxr(1)ν (t, x, ξ)| ≤ CC ′
|α|+1K

′
|β|+1Θ(x, ξ)1+|α|+|β|Φ(x)−1−|β|〈ξ〉−1−|α|

k G(t, x, ξ)

× θ̃(t)κ
∫ (

(ln(〈ξ〉k))2µlΘ(y, ξ)1+|β′′|+|α′′|

×
C ′

|κ|K
′
|κ|

(Φ(y)〈ξ〉k)|κ|
E1(t, x, y, ξ)

)
dy.

Noting the inequality (4.3.6), we have (ln(〈ξ〉k))2ϱ2lΘ(y, ξ)1+|β′′|+|α′′|e−δ0Θ(y,ξ) ≤ Ce−
δ0
2
Θ(y,ξ).

Thus,

|∂αξ ∂βxr(1)ν (t, x, ξ)| ≤ CC ′
|α|+1K

′
|β|+1Θ(x, ξ)1+|α|+|β|Φ(x)−1−|β|〈ξ〉−1−|α|

k G(t, x, ξ)

×
∫

exp
{
ν(Θ(x, ξ)−Θ(x+ θ1y, ξ))−

δ0
2
Θ(y, ξ)

}
dy.

Since
Θ(x, ξ)−Θ(x+ θ1y, ξ) ≤ Θ(x, ξ)− (Θ(x, ξ)−Θ(θ1y, ξ))

≤ Θ(θ1y, ξ) ≤ Θ(y, ξ),
(4.4.3)

and δ0 is independent of ν, there exists δ∗1 > 0 (in fact δ∗1 = δ0
2

) such that, for ν(t) < δ∗1
and %1 as in (4.1.10) we obtain the estimate

|∂αξ ∂βxr(1)ν (t, x, ξ)| ≤ CC ′
|α|+1K

′
|β|+1Θ(x, ξ)1+|α|+|β|Φ(x)−1−|β|〈ξ〉−1−|α|

k G(t, x, ξ)

× e−δ
′
0(ln⟨ξ⟩k)ϱ1 , δ′0 > 0.

(4.4.4)

In view of Propositions (A.2.1)-(A.2.3), we have

Θ(x, ξ)−1r(1)ν ∈ L∞ ([0, T ];G−∞,l∗2−1(Φ, g̃Φ,k)
)
, if θ̃ is bounded

t1−εΘ(x, ξ)−1r(1)ν ∈ C
(
[0, T ];G−∞,l∗2−1(Φ, g̃Φ,k)

)
, otherwise

for l∗2 = max{m̃2,m
′
2 +m′

3,m2 +m3}.
In a similar fashion, we will determine the growth estimate for r

(2)
ν (t, x, ξ). Let
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α, β, κ ∈ (Z+
0 )

n and l ∈ Z+. Then

∂αξ ∂
β
xr

(2)
ν (t, x, ξ)

=
n∑
i=1

∑
β′+β′′≤β

∑
α′+α′′≤α

∫
· · ·
∫
η−κηκe−iy·ηζ−κζκe−iz·ζ〈z〉−2l

k 〈η〉−2l
k 〈Dy〉2lk

× 〈y〉−2l
k 〈ζ〉−2l

k 〈Dz〉2lk 〈Dζ〉2lk 〈Dη〉2lk (∂α
′

ξ ∂
β′

x Dxia)(t, x+ z, ξ + η)

×
∫ 1

0

∂α
′′

ξ ∂β
′′

x ∂wie
ν(Θ(x,w)−Θ(x,ξ))

∣∣∣
w=ξ+θ2(η+ζ)

dθ2dzđζdyđη,

=
n∑
i=1

∑
β′+β′′≤β

∑
α′+α′′≤α

∫
· · ·
∫
η−κe−iy·ηζ−κe−iz·ζDκ

yD
κ
z 〈z〉−2l

k 〈η〉−2l
k 〈Dy〉2lk

× 〈y〉−2l
k 〈ζ〉−2l

k 〈Dz〉2lk 〈Dζ〉2lk 〈Dη〉2lk (∂α
′

ξ ∂
β′

x Dxia)(t, x+ z, ξ + η)

×
∫ 1

0

∂α
′′

ξ ∂β
′′

x ∂wie
ν(Θ(x,w)−Θ(x,ξ))

∣∣∣
w=ξ+θ2(η+ζ)

dθ2dzđζdyđη.

Let E2(t, x, ξ, η, ζ) = exp{ν(Θ(x, ξ + θ2(η + ζ))−Θ(x, ξ))}. We have

|∂αξ ∂βxr(2)ν (t, x, ξ)| ≤ CC ′
|α|+1K

′
|β|+1Θ(x, ξ)1+|α|+|β|Φ(x)−1−|β|〈ξ〉−1−|α|

k G(t, x, ξ)

×
∑

β′+β′′≤β

∑
α′+α′′≤α

∫
· · ·
∫
ω(z)|m

′
2|Φ(z)|β

′|+1〈η〉|m
′
1−|α′||

k

× 〈η〉−2l
k 〈ζ〉−2l

k 〈η + ζ〉1+|α′′|
k

(
C ′

|κ|K
′
|κ|

(Φ(x)〈ζ〉k〈η〉k)|κ|

)
θ̃(t)κ

× 〈z〉−2l+|κ|
k 〈y〉−2l−|κ|

k E2(t, x, ξ, η, ζ)dzđζdyđη,

where we have noted the estimate

〈Dζ〉2lk 〈Dη〉2lk E2(t, x, ξ, η, ζ) ≤ CE2(t, x, ξ, η, ζ)(lnΦ(x))
4ϱ2l,

as in the case of r(1)ν . In this case we choose l such that 2l > 2(n+ 1) + max{m∗
1,m

∗
2}+

|α|+ |β|+ |κ|. Noting (〈η〉k〈ζ〉k)−1 ≤ 〈ζ+η〉−1
k and (lnΦ(x))4ϱ2le−δ0Θ(x,η+ζ) ≤ e−

δ0
2
Θ(x,η+ζ),

from (4.3.6) we get

|∂αξ ∂βxr(2)ν (t, x, ξ)| ≤ CC ′
|α|+1K

′
|β|+1Θ(x, ξ)1+|α|+|β|Φ(x)−1−|β|〈ξ〉−1−|α|

k

×G(t, x, ξ)θ̃(t)κ
∫ ∫

(〈η〉k〈ζ〉k)−2(n+1)

× exp

{
ν(Θ(x, ξ + η + ζ)−Θ(x, ξ))− δ0

2
Θ(x, η + ζ))

}
đζđη.

Since Θ(x, ξ + η+ ζ)−Θ(x, ξ) ≤ Θ(x, η+ ζ) and and δ0 is independent of ν, there exists
δ∗2 > 0 (in fact δ∗2 = δ0

2
) such that, for ν(t) < δ∗2 we obtain the estimate

|∂αξ ∂βxr(2)ν (t, x, ξ)| ≤ CC ′
|α|+2K

′
|β|+1Θ(x, ξ)1+|α|+|β|Φ(x)−1−|β|〈ξ〉−1−|α|

k G(t, x, ξ)

× e−δ
′′
0 (lnΦ(x))ϱ1 , δ′′0 > 0.
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In view of Propositions (A.2.1)-(A.2.3), we have

Θ(x, ξ)−1r(2)ν ∈ L∞ ([0, T ];Gl∗1−1,−∞(Φ, g̃Φ,k)
)
, if θ̃ is bounded

t1−εΘ(x, ξ)−1r(2)ν ∈ C
(
[0, T ];Gl∗1−1,−∞(Φ, g̃Φ,k)

)
, otherwise

for l∗1 = max{m̃1,m
′
1 +m′

3,m1 +m3}.
By similar techniques used in the case of r(1)ν and r

(2)
ν , one can show that r(3)ν ∈

C([0, T ];G−∞). Taking δ∗ = min{δ∗1, δ∗2}, proves the theorem.

Remark 4.4.1. When θ̃ is bounded, we get a more refined symbol estimate for the re-
mainder r(1)ν as seen from (4.4.4), suggesting that

Θ−1r(1)ν ∈ G−∞,1{0}(ωm̃2Φ−1, g̃Φ,k)
(1)
N ∩G−∞,1{m′

3, 0, 0}(ωm
′
2Φ−1, g̃Φ,k)

(2)
N

∩G−∞,1{m3,m4, 0, 0}(ωm2Φ−1, g̃Φ,k)
(3)
N

Similar is the case for the remainder r(2)ν .

Substituting a(t, x,Dx) in Theorem 4.4.1 with identity operator I and taking k suffi-
ciently large, one can easily arrive at the following two corollaries.

Corollary 4.4.1. There exists a k∗ > 1 such that for k ≥ k∗

e±ν(t)Θ(x,Dx)e∓ν(t)Θ(x,Dx) = I +R(±)(t, x,Dx)

where I+R(±) are invertible operators with Θ(x, ξ)−1σ(R(±)) ∈ C([0, T ];G−1,−1(ω, g̃Φ,k)).

Corollary 4.4.2. Let 0 ≤ ε ≤ ε′ < δ∗ where δ∗ is as in Theorem 4.4.1. Then

eεΘ(x,Dx)e−ε
′Θ(x,Dx) = e(ε−ε

′)Θ(x,Dx)
(
I + R̂(x,Dx)

)
where Θ(x, ξ)−1σ(R̂) ∈ G−1,−1(ω, g̃Φ,k) and for sufficiently large k, I + R̂ is invertible.

We use the above corollaries to prove the continuity of the operator eεΘ(x,Dx) on the
spaces Hs,ε′

Φ,k;Θ(Rn). The following proposition is helpful in making change of variable in
Section 4.5.4.

Proposition 4.4.3. The operator eεΘ(x,Dx) : Hs,ε′

Φ,k;Θ(Rn) → Hs,ε′−ε
Φ,k;Θ (Rn) is continuous for

k ≥ k0 and 0 ≤ ε ≤ ε′ < δ∗ where k0 sufficiently large and δ∗ is as in Thereom 4.4.1.

Proof. Consider w in Hs,ε′

Φ,k;Θ(Rn). From Corollaries 4.4.1 and 4.4.2, we have

e−ε
′Θ(x,Dx)eε

′Θ(x,Dx) = I +R1(x,Dx),

eεΘ(x,Dx)e−ε
′Θ(x,Dx) = e(ε−ε

′)Θ(x,Dx)(I +R2(x,Dx)),

e(ε
′−ε)Θ(x,Dx)e−(ε′−ε)Θ(x,Dx) = I +R3(x,Dx).

where Θ(x, ξ)−1σ(Rj) ∈ G−1,−1(ω, g̃Φ,k). For k ≥ k0, k0 sufficiently large, the operators
I +Rj(x,Dx), j = 1, 2, 3 are invertible. Then, one can write

eεΘ(x,Dx)w = eε(Θ(x,Dx)
(
e−ε

′Θ(x,Dx)eε
′Θ(x,Dx) −R1

)
w.
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This implies that

eεΘ(x,Dx)(I +R1)w = e(ε−ε
′)Θ(x,Dx)(I +R2)e

ε′Θ(x,Dx)w. (4.4.5)

From (4.4.5), we have

e(ε
′−ε)Θ(x,Dx)eεΘ(x,Dx)(I +R1)w = (I +R3)(I +R2)e

ε′Θ(x,Dx)w.

Note that (I + Rj), j = 1, 2, 3, are bounded and invertible operators. Substituting w =
(I +R1)

−1v and taking L2 norm on both sides of the above equation yields

‖eεΘ(x,Dx)v‖Φ,k;Θ,ε′−ε,s ≤ C1‖(I +R1)
−1v‖Φ,k;Θ,ε′,s ≤ C2‖v‖Φ,k;Θ,ε′,s ,

for all v ∈ Hs,ε′

Φ,k;Θ(Rn) and for some C1, C2 > 0. This proves the proposition.

4.5 Global Well-Posedness

In this section, we give proofs of the main results. There are four key steps in the proofs of
Theorem 4.1.1 and Theorem 4.1.2. First, we employ the diagonalization procedure avail-
able in the literature [76, 50] to arrive at a first order system with diagonalized principal
part. Second, we localize the singularity to the regions Zmid(N) and Zext(N). Third,
using the locazation achieved in the previous step we define a function that majorizes the
symbol with singularity. This helps in making appropriate change of variable to handle
the singularity. Lastly, using sharp Gårding’s inequality we arrive at an energy estimate
that proves well-posedness of the problem in the Sobolev spaces Hs,δ

Φ,k;Θ(Rn).

4.5.1 A First Order System with a Diagonalized Principal Part

Let Λ(x,Dx) = Φ(x)〈Dx〉k and Λ̃(x,Dx) be such that σ(Λ̃) = Φ(x)−1〈ξ〉−1
k . Observe that

Λ̃(x,Dx)Λ(x,Dx) = I +K(x,Dx)

where σ(K) ∈ Gm1,m2

Φ,k (−1,−1). We choose k > k0 for large k0 so that the operator norm
of K is strictly lesser than 1. This guarantees

(I +K(x,Dx))
−1 =

∞∑
j=0

(−1)jK(t, x,Dx)
j ∈ Gm1,m2

Φ,k (0, 0).

The transformation U = (U1, U2)
T = (Λ(x,Dx)u,Dtu)

T transfers the Cauchy problem
(4.1.16) to

DtU − AU = F, U(0, x) =

(
Λ(x,Dx)f1(x)

−if2(x)

)
(4.5.1)

where F := (0,−f)T and

A :=

(
0 Λ(x,Dx)

(a(t, x,Dx) + b(t, x,Dx)) (I +K(x,Dx))
−1Λ̃(x,Dx) 0

)
.
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Consider a function χ ∈ C∞
0 (R) such that χ(s) ≡ 1 for |s| ≤ 1, χ(s) ≡ 0 for |s| ≥ 2

and 0 ≤ χ(s) ≤ 1. Let N > k in the definition of tx,ξ and t̃x,ξ, where k is appropriately
chosen later in the discussion. We define the functions

λj(t, x, ξ) = djχ(Zint(N))ω(x)〈ξ〉k + χ(Zext(N))τj(t, x, ξ), j = 1, 2

where d2 = −d1 is a positive constant and

τj(t, x, ξ) = (−1)j
√
a(t, x, ξ), a(t, x, ξ) :=

n∑
l,m=1

al,m(t, x)ξlξm.

Note that a ∈ G2,2{1}(ω, gΦ,k)(1)N ∩G2,2{0, 1, 0}(ω, gΦ,k)(2)N ∩G2,2{0, 0, 1, 0}(ω, gΦ,k)(3)N . Let
χ1, χ2 and χ3 be the indicator functions for the regions Zint(2N), Zmid(N) and Zext(N),
respectively. Observe that

i) λj(t, x, ξ) is Gω-elliptic symbol i.e. for all (t, x, ξ) ∈ [0, T ]× Rn × Rn

|λj(t, x, ξ)| ≥ Cω(x)〈ξ〉k,

for some C > 0 independent of k.

ii) λj ∈ G1,1{0}(ω, gΦ,k)(1)2N ∩ G1,1{0, 1, 1}(ω, gΦ,k)(2)N ∩ G1,1{0, 0, 1, 1}(ω, gΦ,k)(3)N . More
precisely, for |α|+ |β| > 0,

|λj(t, x, ξ)| ≤ C0ω(x)〈ξ〉k
{
χ1 + (χ2 + χ3) θ̃(t)

}
|∂αξ ∂βxλj(t, x, ξ)| ≤ Cαβω(x)Φ(x)

−|β|〈ξ〉1−|α|
k

{
χ1 + (χ2 + χ3) θ̃(t)

|α|+|β|
}
 (4.5.2)

iii) ∂tλj ∈ G1,1{1}(ω, gΦ,k)(1)2N ∩G1,1{1, 0, 1}(ω, gΦ,k)(2)N ∩G1,1{1, 0, 0, 1}(ω, gΦ,k)(3)N . More
precisely, for |α|+ |β| > 0,

∂tλj ∼ 0 in Zint(N)

|∂tλj(t, x, ξ)| ≤ C0ω(x)〈ξ〉k
{
χ1θ̃(t) + (χ2 + χ3)

θ(t)

t

}
|∂αξ ∂βx∂tλj(t, x, ξ)| ≤ Cαβω(x)Φ(x)

−|β|〈ξ〉1−|α|
k

{
χ1θ̃(t) + (χ2 + χ3)

θ(t)

t
θ̃(t)|α|+|β|

}


(4.5.3)

We begin the diagonalization procedure by defining the matrix pseudodifferential
operators N1(t, x,Dx) and Ñ1(t, x,Dx) with symbols

N1(t, x,Dx) =

(
I I

λ1(t, x,Dx)Λ̃(x,Dx) λ2(t, x,Dx)Λ̃(x,Dx)

)
, and

Ñ1(t, x,Dx) =
1

2
Λ(x,Dx)λ̃2(t, x,Dx)I

(
λ2(t, x,Dx)Λ̃(x,Dx) −I
−λ1(t, x,Dx)Λ̃(x,Dx) I

)
,
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where σ
(
λ̃2(t, x,Dx)

)
= λ2(t, x, ξ)

−1. Notice that N1 and Ñ1 are elliptic and satisfy

N1(t, x,Dx)Ñ1(t, x,Dx) = I +K1(t, x,Dx)

with σ(K1) in

G−1,−1{0}(ω, gΦ,k)(1)N ∩G−1,−1{0, 2, 1}(ω, gΦ,k)(2)N ∩G−1,−1{0, 0, 2, 1}(ω, gΦ,k)(3)N .

From Propositions A.2.1-A.2.3 and Remark A.2.1, σ(K1) ∈ G−1+ε,−1+ε(Φ, gΦ,k). We
choose k > k1 for large k1 so that the operator norm of K1 is strictly lesser than 1.
This guarantees

(I +K1(t, x,Dx))
−1 =

∞∑
j=0

(−1)jK1(t, x,Dx)
j ∈ C([0, T ];OPGm1,m2

Φ,k (0, 0)).

We make the following change of variable

V1(t, x) = Ñ1(t, x,Dx)U(t, x). (4.5.4)

Implying

DtV1 = Ñ1DtU +DtÑ1U

= Ñ1A(I +K1)
−1N1V1 +DtÑ1(I +K1)

−1N1V1 + F1.

Here F1 = Ñ1F and

• Ñ1A(I +K1)
−1N1 = A1 + A2 + A3 where

σ(A1) = diag(λ1(t, x, ξ), λ2(t, x, ξ)),

σ(A2) ∈ G1,1{1}(ω, gΦ,k)(1)2N , σ(A2) ≡ 0 in Zmid(N) ∪ Zext(N),

σ(A3) ∈ G0,0{0}(ω, gΦ,k)(1)N ∩G0,0{0, 0, 0}(ω, gΦ,k)(2)N ∩G0,0{0, 0, 0, 0}(ω, gΦ,k)(3)N

• DtÑ1(I+K1)
−1N1 = −Ñ1DtN1+B0, where B0 = DtK1+DtÑ1

(∑∞
j=1(−K1)

j
)
N1,

σ(Ñ1)σ (DtN1) =
1

2

(
Λ(x,ξ)
λ1(t,x,ξ)

Dt
λ1(t,x,ξ)
Λ(x,ξ)

−Λ(x,ξ)
λ2(t,x,ξ)

Dt
λ2(t,x,ξ)
Λ(x,ξ)

−Λ(x,ξ)
λ1(t,x,ξ)

Dt
λ1(t,x,ξ)
Λ(x,ξ)

Λ(x,ξ)
λ2(t,x,ξ)

Dt
λ2(t,x,ξ)
Λ(x,ξ)

)
,

σ(Ñ1DtN1) ∈ G0,0{1}(ω, gΦ,k)
(1)
2N ∩G0,0{1, 0, 1}(ω, gΦ,k)

(2)
N

∩G0,0{1, 0, 0, 1}(ω, gΦ,k)
(3)
N ,

σ(B0) ∈ G−1,−1{1}(ω, gΦ,k)
(1)
2N ∩G−1,−1{1, 2, 1}(ω, gΦ,k)

(2)
N

∩G−1,−1{1, 0, 2, 1}(ω, gΦ,k)
(3)
N ,

and σ(Ñ1DtN1) = σ(B0) = 0 in Zint(N) by (4.5.3).

In summary, we have the following proposition.
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Proposition 4.5.1. The solution U(t, x) to the first order system (4.5.1) is given by

U(t, x) = (I +K1(t, x,Dx))
−1N1(t, x,Dx)V1(t, x)

where V1(t, x) is the solution to the following system

(Dt −D + P1 + P2 +Q1)V1 = F1, V1(0, x) = Ñ1(0, x,Dx)U(0, x) (4.5.5)

The matrix pseudodifferential operators D, P1, P2, Q possess the following properties:

• The operator D = D1 +D2 is such that

σ(D1) = diag {λ1(t, x, ξ), λ2(t, x, ξ)} ,
σ(D1) ∈ G1,1{0}(ω, gΦ,k)(1)2N ∩G1,1{0, 1, 1}(ω, gΦ,k)(2)N

∩G1,1{0, 0, 1, 1}(ω, gΦ,k)(3)N ,

σ(D2) =
1

2
diag

{
Λ(x, ξ)

λ1(t, x, ξ)
Dt
λ1(t, x, ξ)

Λ(x, ξ)
,

Λ(x, ξ)

λ2(t, x, ξ)
Dt
λ2(t, x, ξ)

Λ(x, ξ)

}
,

σ(D2) ∈ G0,0{1}(ω, gΦ,k)(1)2N ∩G0,0{1, 0, 1}(ω, gΦ,k)(2)N
∩G0,0{1, 0, 0, 1}(ω, gΦ,k)(3)N ,

σ(D2) = 0 in Zint(N).

• P1 is diagonal while P2 is anti-diagonal and σ(P2) = 0 in Zint(N).

• σ (P1) ∈ G0,0{0}(ω, gΦ,k)(1)N ∩G0,0{0, 0, 0}(ω, gΦ,k)(2)N ∩G0,0{0, 0, 0, 0}(ω, gΦ,k)(3)N .

• σ (P2) ∈ G0,0{1}(ω, gΦ,k)(1)2N ∩G0,0{1, 0, 1}(ω, gΦ,k)(2)N ∩G0,0{1, 0, 0, 1}(ω, gΦ,k)(3)N .

• σ(Q1) ∈ G1,1{1}(ω, gΦ,k)(1)2N , σ(Q) ≡ 0 in Zmid(2N) ∪ Zext(2N).

4.5.2 Localization in Zext

The main goal of this section is to localize the singularity arising from the first t-derivative
of coefficients to Zmid(N) and the one from the second t-derivative to Zext(N). We will
not directly localize the first order system in Proposition 4.5.1 but a modified one after
an application of a suitable transformation. To this end, consider the elliptic pseudodif-
ferential operators N2, Ñ2 with symbols

σ(N2) = σ(Ñ2)
−1 =


(
λ1(t,x,ξ)
Λ(x,ξ)

)1/2
0

0
(
λ2(t,x,ξ)
Λ(x,ξ)

)1/2
 ,

σ(N2), σ(Ñ2) ∈ G0,0{0}(ω, gΦ,k)(1)N ∩ G0,0{0, 1, 1}(ω, gΦ,k)(2)N ∩ G0,0{0, 0, 1, 1}(ω, gΦ,k)(3)N .
Note that the symbols are constant in Zint(N). Let

N2(t, x,Dx)Ñ2(t, x,Dx)(t, x,Dx) = I +K2(t, x,Dx),
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with σ(K2) in

G−1,−1{0}(ω, gΦ,k)(1)N ∩G−1,−1{0, 2, 1}(ω, gΦ,k)(2)N ∩G−1,−1{0, 0, 2, 1}(ω, gΦ,k)(3)N .

We choose k > k2 for large k2 so that the operator norm of K2 is strictly lesser than 1.
This guarantees

(I +K2(t, x,Dx))
−1 =

∞∑
j=0

(−1)jK2(t, x,Dx)
j ∈ C([0, T ];OPGm1,m2

Φ,k (0, 0)).

We make the following change of variable

V2(t, x) = Ñ2(t, x,Dx)V1(t, x).

Implying

DtV2 = Ñ2DtV1 +DtÑ2V1

=
(
Ñ2(D1 +D2 − P1 − P2 −Q) +DtÑ2

)
(I +K2)

−1N2V2 + F2,

where F2 = Ñ2F1. Observe that σ(Ñ2)σ(D2) + σ(DtÑ2) = 0 as

σ(Ñ2)σ(D2) = −σ(DtÑ2) =

 1
2

Λ(x,ξ)1/2

λ1(t,x,ξ)3/2
Dtλ1(t, x, ξ) 0

0 1
2

Λ(x,ξ)1/2

λ2(t,x,ξ)3/2
Dtλ2(t, x, ξ)

 .

Here
σ(Ñ2D2 +DtÑ2) ∈ G−1,−1{2}(ω, gΦ,k)(1)2N ∩G−1,−1{1, 2, 1}(ω, gΦ,k)(2)N

∩G−1,−1{1, 0, 2, 1}(ω, gΦ,k)(3)N .

To be precise, due to the presence of Dtλj, j = 1, 2, in σ(DtÑ2) the singularity of order 2
in Zint(2N) appears only in the region Zint(2N)/Zint(N) as Dtλj = 0 in Zint(N). From
the estimate (4.5.3) Remark A.2.1,

σ(Ñ2D2 +DtÑ2) ∈ G0,0{0}(ω, gΦ,k)(1)2N ∩G0,0{1, 0, 0}(ω, gΦ,k)(2)N
∩G−1,−1{1, 0, 2, 1}(ω, gΦ,k)(3)N .

Let
P̃1 = Ñ2P1(I +K2)

−1N2 +D1 − Ñ2D1(I +K2)
−1N2,

P̃2 = Ñ2P2(I +K2)
−1N2,

Q̃1 = Ñ2Q1(I +K2)
−1N2,

Q̃2 = −
(
Ñ2D2 +DtÑ2

)
(I +K2)

−1N2.

 (4.5.6)

Here σ(P̃1) is in

G0,0{0}(ω, gΦ,k)(1)N ∩G0,0{0, 2, 1}(ω, gΦ,k)(2)N ∩G0,0{0, 0, 2, 1}(ω, gΦ,k)(3)N .
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By Propositions A.2.1-A.2.3 and Remark A.2.1, t1−εσ(P̃1) ∈ Gm1,m2

Φ,k (0, 0) for every ε ∈
(0, 1). It is easy to see that P̃1 is of diagonal structure while P̃2 is of anti-diagonal and

σ(P̃1) ∈ G0,0{0}(ω, gΦ,k)(1)N ∩G0,0{0, 2, 1}(ω, gΦ,k)(2)N
∩G0,0{0, 0, 2, 1}(ω, gΦ,k)(3)N ,

σ(P̃2) ∈ G0,0{1}(ω, gΦ,k)(1)N ∩G0,0{1, 0, 1}(ω, gΦ,k)(2)N
∩G0,0{1, 0, 0, 1}(ω, gΦ,k)(3)N ,

σ(Q̃1) ∈ G1,1{1}(ω, gΦ,k)(1)N , σ(Q̃1) ≡ 0 in Zmid(2N) ∪ Zext(2N),

σ(Q̃2) ∈ G0,0{0}(ω, gΦ,k)(1)2N ∩G0,0{1, 0, 0}(ω, gΦ,k)(2)N
∩G−1,−1{1, 0, 2, 1}(ω, gΦ,k)(3)N .

Summarizing the above discussion we have the following proposition.

Proposition 4.5.2. The solution V1(t, x) to first order system (4.5.5) is given by

V1(t, x) = (I +K2(t, x,Dx))
−1N2(t, x,Dx)V2(t, x)

where V2(t, x) satisfies the following system

(Dt −D1 + P̃1 + P̃2 + Q̃1 + Q̃2)V2 = F2, V2(0, x) = Ñ2(0, x,Dx)V1(0, x). (4.5.7)

The matrix pseudodifferential operators P̃1, P̃2, Q̃1, Q̃2 are as in (4.5.6) and D1 is as in
Proposition 4.5.1.

Next, we aim to localize the singularity. Let

σ
(
P̃2

)
=

(
0 p12
p21 0

)
.

We define the elliptic pseudodifferential operators N3(t, x,Dx) and Ñ3(t, x,Dx) with sym-
bols

σ(N3(t, x,Dx)) = σ(Ñ3(t, x,Dx))
−1 = I + η(t, x, ξ)

where

η(t, x, ξ) :=
(
1− χ(t/t̃x,ξ)

)( 0 p12
2λ1

p21
2λ2

0

)
∈ G−1,−1{1, 0, 0, 1}(ω, gΦ,k)(3)N .

The form of σ(Ñ3(t, x,Dx)) is

σ(Ñ3(t, x,Dx)) =
1

1− r

(
1 −(1− χ) p12

2λ1

−(1− χ) p21
2λ2

1

)
, r =

(
1− χ(t/t̃x,ξ)

)2 p12p21
4λ1λ2

.

The symbol σ(Ñ3(t, x,Dx)) is well defined as we see that

|r(t, x, ξ)| ≤ C

Φ(x)2〈ξ〉2k

(
θ(t)

t

)2

≤ C

N2
in Zext(N)
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and a large N ensures that |r(t, x, ξ)| ≤ 1/2 in [0, T ]× Rn × Rn. Let

N3(t, x,Dx)Ñ3(t, x,Dx) = I +K3(t, x,Dx),

with σ(K3) = 0 in Zint(N) ∪ Zmid(N) and σ(K3) ∈ G−2,−2{1, 0, 0, 1}(ω, gΦ,k)(3)N . From
Propositions A.2.1-A.2.3 and Remark A.2.1, σ(K3)G

−1+ε,−1+ε(Φ, gΦ,k). We choose k > k3
for large k3 so that the operator norm of K3 is strictly lesser than 1. This guarantees

(I +K3(t, x,Dx))
−1 =

∞∑
j=0

(−1)jK3(t, x,Dx)
j ∈ C([0, T ];OPGm1,m2

Φ,k (0, 0)).

We make a following change of variable

V3(t, x) = Ñ3(t, x,Dx)V2(t, x)

Implying

DtV3 = Ñ3DtV2 +DtÑ3V2

=
(
Ñ3(D1 − P̃1 − P̃2 − Q̃1 − Q̃2) +DtÑ3

)
(I +K3)

−1N3V3 + F3

where F3 = Ñ3F2. Let us write

Ñ3

(
D1 − P̃2

)
(I +K3)

−1N3 = Ñ3

(
D1 − P̃2

)
N3 + Ñ3

(
D1 − P̃2

)( ∞∑
j=1

(−K3)
j

)
N3.

We see that

σ(Ñ3)σ(D1)σ(N3)

=
1

1− r

(
1 −(1− χ) p12

2λ1

−(1− χ) p21
2λ2

1

)(
λ1 0
0 λ2

)(
1 (1− χ) p12

2λ1

(1− χ) p21
2λ2

1

)
=

1

1− r

{
D1 + (1− χ)2

p12p21
4λ2

diag {1,−1}+ (1− χ)P̃2

}
= D1 + (1− χ)P̃2 +

r

1− r

(
D1 + P̃2

)
+

1

1− r
(1− χ)2

p12p21
4λ2

diag {1,−1}

= D1 + (1− χ)P̃2 mod G−1,−1{2, 0, 2, 1}(ω, gΦ,k)(3)N .

Similarly,

σ(Ñ3)σ(P̃2)σ(N3)

=
1

1− r

(
1 −(1− χ) p12

2λ1

−(1− χ) p21
2λ2

1

)(
0 p12
p21 0

)(
1 (1− χ) p12

2λ1

(1− χ) p21
2λ2

1

)

= P̃2 +
r

1− r
P̃2 −

1

1− r

(
(1− χ)

p12p21
2λ1

− p12p21
2λ2

)
I − (1− χ)

1− r

(
0

p212p21
4λ21

p12p221
4λ22

0

)
= P̃2 mod G−1,−1{2, 0, 2, 1}(ω, gΦ,k)(3)N .
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Thus σ(Ñ3)
(
σ(D1)− σ(P̃2)

)
σ(N3) = D1 −χP̃2 mod G−1,−1{2, 0, 2, 1}(ω, gΦ,k)(3)N . Note

that σ(χP̃2) = 0 in Zint(N) and

σ(χP̃2) ∈ G0,0{1}(ω, gΦ,k)(1)2N ∩G0,0{1, 0, 1}(ω, gΦ,k)(2)2N , σ(χP̃2) ≡ 0 in Zext(N).

From the structure of P̃2 and the estimate on the second derivative in time of the char-
acteristics,

σ(DtÑ3) ∈ G−1,−1{2, 1, 2, 1}(ω, gΦ,k)(3)N , σ(DtÑ3) ≡ 0 in Zint(N) ∪ Zmid(N).

Let
P3 = Ñ3P̃1(I +K3)

−1N3,

P4 = Ñ3

(
P̃2 + Q̃2 −D1

)
(I +K3)

−1N3 +D1 −DtÑ3.

Q3 = Ñ3Q̃1(I +K3)
−1N3.

(4.5.8)

Since
G−1,−1{2, 0, 2, 1}(ω, gΦ,k)(3)N ⊂ G−1,−1{2, 1, 2, 1}(ω, gΦ,k)(3)N ,

it is easy to see that

σ(P3) ∈ G0,0{0}(ω, gΦ,k)(1)N ∩G0,0{0, 2, 1}(ω, gΦ,k)(2)N
∩G0,0{0, 0, 2, 1}(ω, gΦ,k)(3)N ,

σ(P4) ∈ G0,0{1}(ω, gΦ,k)(1)N ∩G0,0{1, 0, 1}(ω, gΦ,k)(2)N
∩G−1,−1{2, 1, 2, 1}(ω, gΦ,k)(3)N ,

σ(Q3) ∈ G1,1{1}(ω, gΦ,k)(1)N , σ(Q3) ≡ 0 in Zmid(2N) ∪ Zext(2N).

(4.5.9)

Let us summarize the above discussion in the following proposition.
Proposition 4.5.3. The solution V2(t, x) to the first order system (4.5.7) is given by

V2(t, x) = (I +K3(t, x,Dx))
−1N3(t, x,Dx)V3(t, x)

where V3(t, x) is solution to first order system

(Dt −D1 + P3 + P4 +Q3)V3 = F3, V3(0, x) = Ñ3(0, x,Dx)V2(0, x) (4.5.10)

The matrix pseudodifferential operator D1 is as in Proposition 4.5.1 while P3, P4, Q3 are
as in (4.5.8)-(4.5.9).
Remark 4.5.1. The localization technique in our case has led to such a factorization
where the regularity in the t-variable was lost along the way. Infact, after the localization
procedure no new control of the t-derivative of the symbol P4 was available.
Remark 4.5.2. Let us explain the philosophy of our approach. We use a careful amalgam
of a localization technique on the extended phase space (defined in Section 4.2) and the
diagonalization procedure already available in the literature (see [76, 50]) to handle the
singularity. Note that we have restricted the singularity arising from the first t-derivative
to Zmid(N) and the one from the second t-derivative to Zext(N). This kind of localization
of the singularities allows one to come with a function (see (4.5.11)) with a good estimate
as in (4.5.13) that majorizes the symbol of the operator P4 + Q3. It is woth noting that
we do not need the so called “perfect diagnalization” in our analysis.
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4.5.3 An Upper Bound for the Lower Order Terms with Singularity
In this section, we define a function that majorizes σ(P4) + σ(Q3). Consider a smooth
function M1(t, x, ξ) of the form

M1(t, x, ξ) = κ
(
χ(t/tx,ξ)ω(x)〈ξ〉kθ̃(t) + (1− χ(t/tx,ξ)

(
χ(t/t̃x,ξ)

θ(t)

t

+
(1− χ(t/t̃x,ξ))

Φ(x)〈ξ〉k
θ(t)2

t2
eψ(t)θ̃(t)2

)) (4.5.11)

where κ > 0 is chosen in such way that we have

|σ(P4)|+ |σ(Q3)| ≤ M1.

From Propositions A.2.1 - A.2.3, t1−εM1 ∈ C([0, T ];G1,1(Φ, gΦ,k)), for every ε ∈ (0, 1).
When θ̃(t) is unbounded near t = 0, we use the following estimate∫ t

0

θ̃(s)ds ≲ tθ̃(t). (4.5.12)

Observe that the estimate (4.5.12) is natural in the context of logarithmic-type functions.
Using the estimate (4.5.12), we readily have∫ 2tx,ξ

0

|∂αξDβ
xM1(s, x, ξ)|ds ≤ καβω(x)Φ(x)

−|β|〈ξ〉1−|α|
k

∫ 2tx,ξ

0

θ̃(t)dt

≤ καβω(x)Φ(x)
−|β|〈ξ〉1−|α|

k 2tx,ξθ̃(2tx,ξ)

≤ καβΦ(x)
−|β|〈ξ〉−|α|

k θ̃(h)θ(h).

Similarly using the definitions of tx,ξ and t̃x,ξ, we have the following estimates

∫ 2t̃x,ξ

tx,ξ

|∂αξDβ
xM1(s, x, ξ)|ds ≤ καβΦ(x)

−|β|〈ξ〉−|α|
k

∣∣∣∣∣
∫ 2t̃x,ξ

tx,ξ

θ(s)

s
ds

∣∣∣∣∣
≤ καβΦ(x)

−|β|〈ξ〉−|α|
k θ(h)

∣∣∣∣∣
∫ 2t̃x,ξ

tx,ξ

1

s
ds

∣∣∣∣∣
≤ καβΦ(x)

−|β|〈ξ〉−|α|
k θ(h)(ln 2 + | ln θ̃(h)|+ ψ(h)),

∫ T

t̃x,ξ

|∂αξDβ
xM1(s, x, ξ)|ds ≤ καβΦ(x)

−1−|β|〈ξ〉−1−|α|
k

∣∣∣∣∣
∫ T

t̃x,ξ

θ(s)2

s2
eψ(s)θ̃(s)2ds

∣∣∣∣∣
≤ καβΦ(x)

−1−|β|〈ξ〉−1−|α|
k θ(h)2θ̃(h)2eψ(h)

∣∣∣∣∣
∫ T

t̃x,ξ

1

s2
ds

∣∣∣∣∣
≤ καβΦ(x)

−1−|β|〈ξ〉−1−|α|
k θ(h)2θ̃(h)2eψ(h)

Φ(x)〈ξ〉k
Nθ̃(h)θ(h)eψ(h)

≤ καβΦ(x)
−|β|〈ξ〉−|α|

k θ̃(h)θ(h).
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4.5. Global Well-Posedness

Thus we have, ∫ T

0

|Dβ
x∂

α
ξM1(t, x, ξ)|dt ≤ καβΘ(x, ξ)Φ(x)−|β|〈ξ〉−|α|. (4.5.13)

The function M1 plays an important role in performing conjugation and thus in quanti-
fying the loss of regularity.

4.5.4 At most Finite Loss of Regularity via Energy Estimate

In this section, we derive an energy estimate when (4.1.9) is satisfied and show that the
loss is finite. Consider the operator L defined by

L = Dt −D1 + P3 + P4 +Q3,

the matrix pseudodifferential operators D, P3, P4, Q3 are as in the Proposition 4.5.3. Then
the first order system (4.5.10) is equivalent to

LV3 = F3, V3(0, x) = Ñ3(0, x,Dx)V2(0, x). (4.5.14)

Note that to prove the estimate (4.1.23), it is sufficient to consider the case s = (0, 0) as
the operator Φ(x)s2〈D〉s1k L〈D〉−s1k Φ(x)−s2 , where s = (s1, s2) is the index of the weighted
Sobolev space, satisfies the same hypotheses as L.

We perform a change of variable, which allows us to control lower order terms. We
set

V4(t, x) = W1(t, x,Dx)V3(t, x), (4.5.15)

where W1 is a finite order pseudodifferential operator with σ(W1)(t, x, ξ) = e−
∫ t
0 M1(r,x,ξ)dr

for M1 is as in (4.5.11). We have V4(0, x) = V3(0, x) and for 0 < t ≤ T

||V3(t)‖Φ,k;Θ,−κ0,0e ≤ C||V4(t)||L2 ,

where κ0 = κ00C
∗
0 > 0. Here κ00 is the constant καβ in (4.5.13) with α = β = 0 and C∗

0

is as in (4.1.9). Let W̃1(t, x,Dx) be such that σ(W̃1) = exp
( ∫ t

0
M1(r, x, ξ)dr

)
. Then

W̃1(t, x,Dx)W1(t, x,Dx) = I +K
(1)
4 (t, x,Dx),

W1(t, x,Dx)W̃1(t, x,Dx) = I +K
(2)
4 (t, x,Dx)

where Θ(x, ξ)σ(K
(l)
4 ) ∈ C([0, T ];G−1,−1(ω, g̃Φ,k)), l = 1, 2. We choose k > k4 for large k4

so that the operator norm of K(l)
4 is strictly lesser than 1. This guarantees

(I +K
(l)
4 (t, x,Dx))

−1 =
∞∑
j=0

(−1)jK
(l)
4 (t, x,Dx)

j ∈ C([0, T ];OPG0,0(ω, g̃Φ,k)), l = 1, 2.

For the sake of simplicity, let us denote the operators
(
I +K

(1)
4

)−1 and
(
I +K

(2)
4

)−1 by
K1 and K̃1, respectively.
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Chapter 4. Oscillations and Strong Blow-up: q = 1 Case

In the following we arbitrarily fix ε ∈ (0, 1) when θ̃ is unbounded while for the bounded
case we set ε = 1. We see that the pseudodifferential system (4.5.14) is equivalent to

L̃(t, x,Dt, Dx)V4(t, x) = F4(t, x), (4.5.16)

where L̃ = L− iM1(t, x,Dx)I + P5(t, x,Dx), F4 = W1(t, x,Dx)F3 and

σ(P5) = K̃1W1K−1
1

((
P3 + P4 +Q3 −D1

)
K1 +DtK1

)
W̃1 − (P3 + P4 +Q3 −D1)

+ (K̃1W1DtW̃1 + iM1I),

where t1−εΘ(x, ξ)−1σ(P5) ∈ C([0, T ];G0,0(ω, g̃Φ,k). Let κ1 > 0 be such that

|σ(P5)| ≤ M2(t, x, ξ) = κ1t
−1+εΘ(x, ξ). (4.5.17)

We make a further change of variable

V5(t, x) = W2(t, x,Dx)V4(t, x) (4.5.18)

where W2 is a finite order pseudodifferential operator with σ(W2)(t, x, ξ) = e−κ1
tε

ε
Θ(x,ξ).

We have V5(0, x) = V4(0, x) and for 0 < t ≤ T

||V4(t)‖Φ,k;Θ,−κ∗1,0e ≤ C||V5(t)||L2 ,

where κ∗1(t) = κ1
tε

ε
. Let W̃2(t, x,Dx) be such that σ(W̃2) = eκ1

tε

ε
Θ(x,ξ). Then

W̃2(t, x,Dx)W2(t, x,Dx) = I +K
(1)
5 (t, x,Dx),

W2(t, x,Dx)W̃2(t, x,Dx) = I +K
(2)
5 (t, x,Dx)

where Θ(x, ξ)−1σ(K
(l)
5 ) ∈ C([0, T ];G−1,−1(ω, g̃Φ,k)), l = 1, 2. We choose k > k5 for large

k5 so that the operator norm of K(l)
5 is strictly lesser than 1. This guarantees

(I +K
(l)
5 (t, x,Dx))

−1 =
∞∑
j=0

(−1)jK
(l)
5 (t, x,Dx)

j ∈ C([0, T ];OPG0,0(ω, g̃Φ,k)), l = 1, 2.

Let us denote the operators
(
I +K

(1)
5

)−1 and
(
I +K

(2)
5

)−1 by K2 and K̃2, respectively.
We see that the pseudodifferential system (4.5.16) is equivalent to(

L̃(t, x,Dt, Dx)− iM2(t, x,Dx)I + P6(t, x,Dx)
)
V5(t, x) = F5(t, x), (4.5.19)

where F5 = W2(t, x,Dx)F4 and

σ(P6) = K̃2W2K−1
2

((
P3 + P4 +Q3 + P5 −D1

)
K2 +DtK2

)
W̃2

− (P3 + P4 +Q3 + P5 −D1) + (K̃2W2DtW̃2 + iM2I),

where t1−εσ(P6) ∈ C([0, T ];G0,0(ω, g̃Φ,k). Let us write down the first order system (4.5.19)
explicitly as below

∂tV5 = (iD1 − ((M1 +M2)I + iP4 + iP5)− iP3 − iP6)V5 + iF5,
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Here, the diagonal matrix operator, iD is of the form
iD1 = diag {iλ1, iλ2} .

Observe that the symbol d(t, x, ξ) of the operator iD1 − iD∗
1 is such that

d ∈ G0,0{0}(ω, gΦ,k)(1)N ∩G0,0{0, 1, 1}(ω, gΦ,k)(2)N ∩G0,0{0, 0, 1, 1}(ω, gΦ,k)(3)N .

It follows from Propositions A.2.1-A.2.3 and Remark A.2.1 that
t1−εd ∈ C([0, T ];Gm1,m2

Φ,k (0, 0)).

Hence, by Calderón-Vaillancourt theorem,

2Re〈iD1V5, V5〉 ≤
C

t1−ε
〈V5, V5〉, C > 0. (4.5.20)

Further, by the choice of the functions, M1(t, x, ξ) +M2(t, x, ξ)

Re((M1(t, x, ξ) +M2(t, x, ξ))I + iσ(P4) + iσ(Q3) + iσ(P5)) ≥ 0.

Assuming
ω(x) ≲ Φ(x),

we apply sharp Gårding inequality (see Thereom B.0.1 in Appendix B and [43, Theorem
18.6.14]) to 2Re(M1I + iP4 + iQ3) with the metric gΦ,k and Planck function h(x, ξ) =
(Φ(x)〈ξ〉k)−1 and to 2Re(M2I + iP5) with the metric g̃Φ,k and Planck function h̃(x, ξ) =
Θ(x, ξ)(Φ(x)〈ξ〉k)−1. We obtain

2Re〈((M1 +M2)I + iP4 + iQ3 + iP5)V5, V5〉L2 ≥ − C

t1−ε
〈V5, V5〉L2 , C > 0. (4.5.21)

Since t1−εσ(iP3 + iP6) is uniformly bounded, by Calderon-Vaillancourt theorem we have

− 2Re〈i(P3 + P6)V5, V5〉 ≤
C

t1−ε
〈V5, V5〉. (4.5.22)

From (4.5.20)-(4.5.22) it follows that

2Re〈(iD1 − ((M1 +M2)I + iP4 + iQ3 + iP5)− iP6 − iP3)V5, V5〉L2 ≤ C

t1−ε
〈V5, V5〉L2 .

This yields
∂t||V5(t, ·)||2L2 ≤ C(t−1+ε‖V5(t, ·)‖2L2 + ‖F5(t, ·)‖2L2), t ∈ [0, T ].

Considering the above inequality as a differential inequality, we apply Gronwall’s lemma
and obtain that

‖V5(t, ·)‖2L2 ≤ Cε

(
‖V5(0, ·)‖2L2 +

∫ t

0

‖F5(τ, ·)‖2L2 dτ

)
, t ∈ [0, T ].

If θ̃ is unbounded Cε = C ′eT
ε/ε for a fixed ε ∈ (0, 1), else Cε = C ′′ for some C ′, C ′′ > 0.

This proves well-posedness of the auxiliary Cauchy problem (4.5.19). Note that the
solution V3 to (4.5.14) belongs to C

(
[0, T ];Hs,κ(t)

Φ,k;Θ(Rn)
)
, κ(t) = κ0 + κ1

tε

ε
. Returning to

our original solution u = u(t, x) we obtain the estimate (4.1.23) with

u ∈ C
(
[0, T ];Hs+e,κ(t)

Φ,k;Θ (Rn)
)⋂

C1
(
[0, T ];Hs,κ(t)

Φ,k;Θ(R
n)
)
.

Depending the order of the operator Θ(x,Dx) we have zero, arbitrarily small or finite
loss. This concludes the proof of Theorem 4.1.1.
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4.5.5 Infinite Loss of Regularity via Energy Estimate
In this section, we derive an energy estimate when (4.1.10) is satisfied and show that the
loss is infinite. Consider the Cauchy problem (4.5.14). Note that to prove the estimate
(4.1.24), it is sufficient to consider the case s = (0, 0) as the operator Φ(x)s2〈D〉s1k L〈D〉−s1

k Φ(x)−s2 ,

where s = (s1, s2) is the index of the Sobolev space, satisfies the same hypotheses as L.
We perform following change of variable

V4(t, x) = W1(t, x,Dx)V3(t, x), (4.5.23)

where W1 is a infinite order pseudodifferential operator with

σ(W1)(t, x, ξ) = exp
(∫ T ∗

1

t

M1(r, x, ξ)dr
)

for M1 is as in (4.5.11). We have V4(0, x) = W1(0, x,Dx)V3(0, x) and for 0 < t ≤ T

||V3(t)‖Φ,k;Θ,κ̃0,0e ≤ C||V4(t)||L2 ,

where C > 0 and e = (1, 1). Here κ̃0 is the constant καβ in (4.5.13) with α = β = 0. Let
W̃1(t, x,Dx) be such that σ(W̃1) = exp

(
−
∫ T ∗

1

t
M1(r, x, ξ)dr

)
. Then, by Theorem 4.4.1,

W̃1(t, x,Dx)W1(t, x,Dx) = I +K
(1)
4 (t, x,Dx),

W1(t, x,Dx)W̃1(t, x,Dx) = I +K
(2)
4 (t, x,Dx)

where Θ(x, ξ)−1σ(K
(l)
4 ) ∈ C([0, T ];G−1,−1(ω, g̃Φ,k)), l = 1, 2. We choose k > k4 for large

k4 so that the operator norm of K(l)
4 is strictly lesser than 1. This guarantees the existence

of (I + K
(l)
4 (t, x,Dx))

−1, l = 1, 2. For the sake of simplicity, let us denote the operators(
I +K

(1)
4

)−1 and
(
I +K

(2)
4

)−1 by K1 and K̃1, respectively.
In the following we arbitrarily fix ε ∈ (0, 1) when θ̃ is unbounded while for the bounded

case we set ε = 1. We see that the pseudodifferential system (4.5.10) is equivalent to

L̃(t, x,Dt, Dx)V4(t, x) = F4(t, x), (4.5.24)

where L̃ = L− iM1(t, x,Dx)I + P5(t, x,Dx), F4 = W1(t, x,Dx)F3 and

σ(P5) = K̃1W1K−1
1

((
P3 + P4 +Q3 −D1

)
K1 +DtK1

)
W̃1 + (K̃1W1DtW̃1 + iM1I)

− (P3 + P4 +Q3 −D1).

From Theorem 4.4.1, t1−εΘ(x, ξ)−1σ(P5) ∈ C([0, T ∗
1 ];G

0,0(Φ, g̃Φ,k). T
∗
1 is chosen in such a

way that all the above conjugations with operator W1 are valid in view of Theorem 4.4.1.
Let κ̃1 > 0 be such that

|σ(P5)| ≤ M2(t, x, ξ) = κ̃1t
−1+εΘ(x, ξ). (4.5.25)

We make a further change of variable

V5(t, x) = W2(t, x,Dx)V4(t, x), (4.5.26)
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where W2 is an infinite order pseudodifferential operator with

σ(W2)(t, x, ξ) = exp

{∫ T ∗
2

t

M2(s, x, ξ)ds

}
.

We have V5(0, x) = W2(0, x,Dx)V4(0, x) and

||V4(t)‖Φ,k;Θ,κ∗1,0e ≤ C||V5(t)||L2 ,

where κ∗1(t) = κ̃1(T
∗
2
ε − tε)/ε. Let W̃2(t, x,Dx) be such that σ(W̃2) = e−

∫ T∗
2

t M2(s,x,ξ)ds.
Then, by Theorem 4.4.1,

W̃2(t, x,Dx)W2(t, x,Dx) = I +K
(1)
5 (t, x,Dx),

W2(t, x,Dx)W̃2(t, x,Dx) = I +K
(2)
5 (t, x,Dx),

where Θ(x, ξ)−1σ(K
(l)
5 ) ∈ C([0, T ];G−1,−1(Φ, g̃Φ,k)), l = 1, 2. We choose k > k5 for large

k5 so that the operator norm of K(l)
5 is strictly lesser than 1. This guarantees the existence

of (I+K(l)
5 (t, x,Dx))

−1, l = 1, 2. Let us denote the operators
(
I+K

(1)
5

)−1 and
(
I+K

(2)
5

)−1

by K2 and K̃2, respectively.
We see that the pseudodifferential system (4.5.24) is equivalent to(

L̃(t, x,Dt, Dx)− iM2(t, x,Dx)I + P6(t, x,Dx)
)
V5(t, x) = F5(t, x), (4.5.27)

where F5 = W2(t, x,Dx)F4 and

σ(P6) = K̃2W2K−1
2

((
P3 + P4 +Q3 + P5 −D1

)
K2 +DtK2

)
W̃2

− (P3 + P4 +Q3 + P5 −D1) + (K̃2W2DtW̃2 + iM2I),

with t1−εσ(P6) ∈ C([0, T ∗
2 ];G

0,0(ω, g̃Φ,k). T
∗
2 is chosen in such a way that all the above

conjugations with operator W2 are valid in view of Theorem 4.4.1.
Let us write down the first order system (4.5.27) explicitly as below

∂tV5 = (iD1 − (M1I + iP4 + iQ3 +M2I + iP5)− iP6 − iP3)V5 + iF5.

Here, the diagonal matrix operator, iD1 is of the form

iD1 = diag {iλ1, iλ2} .

Observe that the symbol d(t, x, ξ) of the operator iD1 − iD∗
1 is such that

d ∈ G0,0{0}(ω, gΦ,k)(1)N ∩G0,0{0, 1, 1}(ω, gΦ,k)(2)N ∩G0,0{0, 0, 1, 1}(ω, gΦ,k)(3)N .

It follows from Propositions A.2.1-A.2.3 and Remark A.2.1 that

t1−εd ∈ C([0, T ];Gm1,m2

Φ,k (0, 0)).

Hence, by Calderon-Vaillancourt theorem ,

2Re〈iD1V5, V5〉 ≤
C

t1−ε
〈V5, V5〉, C > 0. (4.5.28)
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Chapter 4. Oscillations and Strong Blow-up: q = 1 Case

Further, by the choice of the functions, M1(t, x, ξ) +M2(t, x, ξ)

Re((M1(t, x, ξ) +M2(t, x, ξ))I + iσ(P4) + iσ(Q3) + iσ(P5)) ≥ 0.

Assuming
ω(x) ≲ Φ(x),

we apply sharp Gårding inequality (see Thereom B.0.1 in Appendix B and [43, Theorem
18.6.14]) to 2Re(M1I + iP4 + iQ3) with the metric gΦ,k and Planck function h(x, ξ) =
(Φ(x)〈ξ〉k)−1 and to 2Re(M2I + iP5) with the metric g̃Φ,k and Planck function h̃(x, ξ) =
Θ(x, ξ)(Φ(x)〈ξ〉k)−1. We obtain

2Re〈((M1 +M2)I + iP4 + iQ3 + iP5)V5, V5〉L2 ≥ − C

t1−ε
〈V5, V5〉L2 , C > 0. (4.5.29)

Since t1−εσ(iP3 + iP6) is uniformly bounded, by Calderon-Vaillancourt theorem we have

− 2Re〈i(P3 + P6)V5, V5〉 ≤
C

t1−ε
〈V5, V5〉. (4.5.30)

Let T ∗ = min{T ∗
1 , T

∗
2 , δ1, δ2} where δ1 and δ2 are related to the initial datum and the

right hand side of the Cauchy problem (4.1.16). From (4.5.28)-(4.5.30) it follows that

2Re〈(iD1 − ((M1 +M2)I + iP4 + iQ3 + iP5)− iP6 − iP3)V5, V5〉L2 ≤ C

t1−ε
〈V5, V5〉L2 .

This yields

∂t||V5(t, ·)||2L2 ≤ C(t−1+ε‖V5(t, ·)‖2L2 + ‖F5(t, ·)‖2L2), t ∈ [0, T ∗].

Considering the above inequality as a differential inequality, we apply Gronwall’s lemma
and obtain that

‖V5(t, ·)‖2L2 ≤ Cε

(
‖V5(0, ·)‖2L2 +

∫ t

0

‖F5(τ, ·)‖2L2 dτ

)
, t ∈ [0, T ∗].

If θ̃ is unbounded Cε = C ′eT
ε/ε for a fixed ε ∈ (0, 1), else Cε = C ′′ for some C ′, C ′′ > 0.

This proves well-posedness of the auxiliary Cauchy problem (4.5.27). Note that the
solution V3 to (4.5.10) belongs to C

(
[0, T ];Hs,κ̃(t)

Φ,k;Θ(Rn)
)
, κ̃(t) = κ̃0 + κ∗1(t). Returning to

our original solution u = u(t, x) we obtain the estimate (4.1.24) with

u ∈ C
(
[0, T ];Hs+e,κ̃(t)

Φ,k;Θ (Rn)
)⋂

C1
(
[0, T ];Hs,κ̃(t)

Φ,k;Θ(R
n)
)
.

This proves Theorem 4.1.2.
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4.6 Anisotropic Cone Condition

Existence and uniqueness follow from the a priori estimate established in the previous
section. It now remains to prove the existence of cone of dependence.

Cone condition in this section follows from same arguments used in Section 3.5. Note
that the function θ̃ as in (4.1.20) is such that the quantity tθ̃(t) is bounded in [0, T ]. The
constant c∗ is such that the quantity c∗ω(x)θ̃(t) dominates the characteristic roots, i.e.,

c∗ = sup
{√

a(t, x, ξ)ω(x)−1θ̃(t)−1 : (t, x, ξ) ∈ [0, T ]× Rn
x × Rn

ξ , |ξ| = 1
}
, (4.6.1)

for a(t, x, ξ) as in (4.1.17). In the following we prove the cone condition for the Cauchy
problem (4.1.16). Let K(x0, t0) denote the cone with the vertex (x0, t0):

K(x0, t0) = {(t, x) ∈ [0, T ]× Rn : |x− x0| ≤ c∗ω(x)θ̃(t0 − t)(t0 − t)}.

Observe that the slope of the cone is anisotropic, that is, it varies with both x and t.

Proposition 4.6.1. The Cauchy problem (4.1.16) has a cone dependence, that is, if

f
∣∣
K(x0,t0)

= 0, fi
∣∣
K(x0,t0)∩{t=0} = 0, i = 1, 2, (4.6.2)

then
u
∣∣
K(x0,t0)

= 0. (4.6.3)

Proof. The proof follows in similar to the one for Proposition 3.5.1. Let us define Pε and
vε as in the proof of Proposition 3.5.1, and denote bj(t, x), the coefficients of lower order
terms, as a0,j(t, x), 1 ≤ j ≤ n, and bn+1(t, x) as a0,0(t, x). Let ai,0(t, x) = 0, 1 ≤ i ≤ n.
Following the energy estimate (4.1.23), we obtain in place of (3.5.4) the following estimate

1∑
j=0

‖∂jt (vε1 − vε2)(t, ·)‖Φ,k;Θ,−κ(t),s−je

≤ C

∫ t

0

‖(Pε2 − Pε1)vε2(τ, ·)‖Φ,k;Θ,−κ(τ),s−e dτ

≤ C

∫ t

0

n∑
i,j=0

‖(ai,j(τ + ε1, x)− ai,j(τ + ε2, x))Dijvε2(τ, ·)‖Φ,k;Θ,−κ(τ),s−e dτ,

(4.6.4)

where D00 = I,Di0 = 0, i 6= 0, D0j = ∂xj , j 6= 0 and Dij = ∂xi∂xj , i, j 6= 0. Similar
estimate holds if we had used the a priori estimate (4.1.24) instead of (4.1.23).

Using the Taylor series approximation in τ variable, we have

|ai,j(τ + ε1, x)− ai,j(τ + ε2, x)| =
∣∣∣ ∫ τ+ε1

τ+ε2

(∂tai,j)(r, x)dr
∣∣∣

≤ ω(x)2
∣∣∣ ∫ τ+ε1

τ+ε2

θ(r)

r
dr
∣∣∣

≤ ω(x)2|E(τ, ε1, ε2)|,
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Chapter 4. Oscillations and Strong Blow-up: q = 1 Case

where

E(τ, ε1, ε2) =
1

2

(
ln

(
1 +

ε1 − ε2
τ + ε2

))ϱ2+1

.

Note that ω(x) ≲ Φ(x) and E(τ, ε, ε) = 0. Then right-hand side of the inequality in
(4.6.4) is dominated by

C

∫ t

0

|E(τ, ε1, ε2)|‖vε2(τ, ·)‖Φ,k;Θ,−κ(τ),s+e dτ,

in the case of finite loss of regularity while for the case of infinite loss by

C

∫ t

0

|E(τ, ε1, ε2)|‖vε2(τ, ·)‖Φ,k;Θ,κ̃(τ),s+e dτ,

where C is independent of ε. By definition, E is L1-integrable in τ .
The sequence vεk , k = 1, 2, . . . corresponding to the sequence εk → 0 is in the space

C
(
[0, T ∗];Hs,−κ(t)

Φ,k;Θ (Rn)
)⋂

C1
(
[0, T ∗];Hs−e,−κ(t)

Φ,k;Θ (Rn)
)
, T ∗ > 0,

or
C
(
[0, T ∗];Hs,κ̃(t)

Φ,k;Θ(R
n)
)⋂

C1
(
[0, T ∗];Hs−e,κ̃(t)

Φ,k;Θ (Rn)
)
, T ∗ > 0,

depending on the loss and u = lim
k→∞

vεk in the above space and hence, in D′(K(x0, t0)).
In particular,

〈u, ϕ〉 = lim
k→∞

〈vεk , ϕ〉 = 0, ∀ϕ ∈ D(K(x0, t0))

gives (4.6.3) and completes the theorem.

Remark 4.6.1. It is worth noting that while the regularity of the solution is dictated
by Φ(x), the cone condition and there by the support of the solution is controlled by the
weight function ω(x).

4.7 Existence of Counterexamples

Let us consider a Cauchy problem of the form

∂2t u(t, x) + c(t)A(x,Dx)u = 0, (t, x) ∈ [0, T ]× Rn,

u(0, x) = 0, ∂tu(0, x) = f(x),
(4.7.1)

where A(x,Dx) = 〈x〉(I −4x)〈x〉 is a G-elliptic, positive, self-adjoint operator with the
domain D(A) = {u ∈ L2(Rn) : Au ∈ L2(Rn)} and the propagation speed c(t) is in
C ([0, T ]) ∩ C1 ((0, T ]). In order to show that there exists a propagation speed c(t) for
which the Cauchy problem (4.7.1) has infinite loss of regularity (decay and derivatives),
we extend the techniques developed by Ghisi and Gobbino [35, Section 4] to a global
setting.

Let us first define the following special class propagation speeds.
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Definition 4.7.1. We denote C(2) (µ1, µ2, θ, ψ) as the set of functions c ∈ C ([0, T ]) ∩
C2 ((0, T ]) that satisfy the following growth estimates

0 < µ1 ≤ c(t) ≤ µ2, t ∈ [0, T ], (4.7.2)

|c′(t)| ≤ C
θ(t)

t
, t ∈ (0, T ], (4.7.3)

|c′′(t)| ≤ C
θ(t)2

t2
eψ(t), t ∈ (0, T ], (4.7.4)

for positive and monotone decreasing functions θ, ψ : (0, T ] → (0,+∞) satisfying

lim
t→0+

θ(t)ψ(t)

| ln t|
= +∞. (4.7.5)

The set C(2) (µ1, µ2, θ, ψ) is a complete metric space with respect to the metric

d2 (c1, c2) := sup
t∈(0,T )

|c1(t)− c2(t)|+ sup
t∈(0,T )

{
t2

θ(t)
|c′1(t)− c′2(t)|

}
+ sup

t∈(0,T )

{
t3e−ψ(t)

θ(t)2
|c′′1(t)− c′′2(t)|

}
.

A sequence cn converges to c∞ with respect to metric d2 if and only if cn → c∞
uniformly in [0, T ], and for every τ ∈ (0, T ), c′n → c′∞ and c′′n → c′′∞uniformly in [τ, T ].

Let D (µ1, µ2) be the set of initially constant functions as defined in Definition 3.6.2.
For the sake of simplicity, let us denote C(2) (µ1, µ2, θ, ψ) and D (µ1, µ2) by C(2), and D,
respectively.

Remark 4.7.1. From [35, Proposition 4.7], we have that D ∩ C(2) is dense in C(2). The
weight factors t2

θ(t)
and t3e−ψ(t)

θ(t)2
appearing in the definition of the metric d2 plays a crucial

role in proving the above denseness result.

The main aim of this section is to prove the following result.

Theorem 4.7.1. The interior of the set of all c ∈ C(2) (µ1, µ2, θ, ψ) for which the Cauchy
problem (4.7.1) exhibits an infinite loss of regularity is nonempty.

The proof of the above theorem follows from the same arguments used in Section 3.5.
We recall the defintions of universal and asymptotic activators as in Definitions 3.6.4 and
3.6.5 and also the notion of infinite loss of regularity as in Definition 3.6.3. We note the
Propositions 3.6.2, 3.6.3 and 3.6.4 for C = C(2) and dC = d2. In order to prove Theorem
4.7.1, we need to just construct asymptotic activators with rate φ satisfying (3.6.11).

Proof. (Proof of Theorem 4.7.1) Consider T1, γ and a initially constant speed c∗(t) as in
the proof of Theorem 3.6.1. We set

Γλ :=
θ(
√
λ)ψ(

√
λ)

lnλ
,

ψλ := min

{
1

8
lnλ,

1

4
ψ

(
1√
λ

)
+

1

4
ln Γλ

}
.
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Chapter 4. Oscillations and Strong Blow-up: q = 1 Case

For every large enough real number λ, let aλ and bλ be real numbers such that

aλ :=
2π

γλ
blnλ exp(ψλ)c , bλ :=

2π

γλ
blnλ exp(2ψλ)c . (4.7.6)

where bαc stands for integer part of a real number α. Observe that aλ and bλ satisfy the
estimates as in (3.6.12). Let us choose a cutoff function ν̃ : R → R of class C∞ such that
0 ≤ ν̃(r) ≤ 1, ν̃(r) = 0 for r ≤ 0 and ν̃(r) = 1 for r ≥ 1. With aλ and bλ as in (4.7.6)
and θλ = min {θ (bλ) , lnλ}, we define ελ and cλ(t) as in (3.6.13) and (3.6.14). By [35,
Propositions 4.8-4.9], (cλ(t)) is a family of asymptotic activators with rate

φ(λ) :=
θλ

32γ2
ln

(
aλ
bλ

)
,

with aλ and bλ as in (4.7.6) and d2 (cλ, c∗) → 0 as λ→ +∞. Since c∗ is a generic element
of a dense subset, we see that these universal activators cause an infinite loss of regularity.

4.8 Discussion

In this chapter we have shown that when the coefficients are at most fast oscillating in t,
the solution experiences at most finite loss in regularity index and for the cases of very
fast oscillations and strong blow-up, in general, the solution experiences infinite loss. We
now comment on some related issues.

Is the case of fast oscillation a threshold for the finite loss? Yes. In fact, in Theo-
rem 4.7.1 we have shown through an example that when we go beyond fast oscillations,
solution indeed encounters infinite loss of regularity.

How optimal is the subdivision of the phase space in this chapter? We note that
subdividing the extended phase space into three regions is indeed necessary to deal with
oscillatory coefficients see for instance, Examples 4.1.1 and 4.1.2. But the case of strong
blow-up, we do not need the estimate on the second t-derivative as considered in this
Chapter and it is enough to consider only two regions defined by the time splitting point

tx,ξ = Nh(x, ξ)

for a fixed (x, ξ) and a positive integer N. The techniques used in the Chapter 3 along
with the relations (4.1.6) and (4.5.12) suggest that the loss operator is of the form

eν(t)Θ(x,Dx), where Θ(x, ξ) = θ̃(Nh(x, ξ)).
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Chapter 5

Very Fast Oscillations: q > 1 Case

One of the difficulties in the theory of partial differential operators arises from the
loss of many derivatives of solutions.

— Kajitani and Nishitani, The Hyperbolic Cauchy Problem

The oscillatory behavior ranging from very slow oscillations to very fast oscillations
with q = 1 was dealt in the previous chapter. It now remains to investigate the case
of very fast oscillations when q > 1 in Definition 1.2.2. In order to present a generic
theory in this case, we consider mth order strictly hyperbolic equations with coefficients
polynomially bound in x and with their t-derivative of order O(t−q), where q ∈

(
1, 3

2

)
without any growth conditions on the second t-derivatives. We demonstrate that the
solution experiences an infinite loss in regularity index in relation to the initial datum
defined in a Sobolev space tailored to the metric and the order of the singularity.

5.1 Introduction and Statement of Main Result

Let us consider the prototypical Cauchy problem:

∂2t u− a(t, x)∆xu = 0, (t, x) ∈ [0, T ]× Rn

u(0, x) = u0(x) ∂tu(0, x) = u1(x).

}
(5.1.1)

where the coefficient a(t, x) is in C
(
[0, T ];C∞(Rn)

)
∩ C1

(
(0, T ];C∞(Rn)

)
and satisfies

the following conditions

a(t, x) ≥ C0ω(x)
2,

|∂βx∂ta(t, x)| ≤ Cβω(x)
2Φ(x)−|β| 1

tq
,

 (5.1.2)

where C0, Cβ > 0, β ∈ Nn
0 and q > 1. Note that the blow-up rate of second t-derivative

is not prescribed as in Definition 1.2.2. In view of the conditions (5.1.2), the very fast
oscillatory behavior is treated as a specific case in this chapter. An example of such a
coefficient a(t, x) is given below.
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Example 5.1.1. Let κ ∈ [0, 1] and a(t, x) = 〈x〉2κ (2 + sin (〈x〉1−κ)) c(t), where

c(t) =

{
1, if t = 0,

1 + t sin
(

1
t4/3

)
, if t ∈ (0, 0.5].

Here ω(x) = Φ(x) = 〈x〉κ and q = 4
3
. Observe that the second t-derivative of c(t) blows

up as O(t−3) and 3 > 2q.

Figure 5.1: Behavior w.r.t time variable for the Example 5.1.1

Cicognani [9] studied the Cauchy problem (5.1.1) with a(t, x) in C([0, T ];Gσ(Rn)) ∩
C1((0, T ];Gσ(Rn)), 1 < σ < q/(q − 1), and satisfying (5.1.2) with ω(x) = Φ(x) = 1, q >
1. The author reports Gevrey-Sobolev well-posedness for the Cauchy problem (5.1.1) with
an infinite loss of derivatives. In this chapter, we consider generic sublinear weights Φ(x)
and ω(x) governing the growth rate of coefficients with respect to x and the singularity
of order O(t−q), 1 ≤ q < 3

2
, in the estimates (5.1.2) .

One of the key steps in our analysis that helps in dealing with low-regularity in t is
the conjugation by a loss operator which is an infinite order pseudodifferential operator
of the form

eΛ(t)(Φ(x)⟨Dx⟩k)1/σ ,

where Λ(t) is a continuous function for t ∈ [0, T ], T > 0 and 〈Dx〉k = (k2 −∆x)
1/2. Here,

the symbol of the operator Φ(x)〈Dx〉k is given by h(x, ξ)−1 = Φ(x)〈ξ〉k where h(x, ξ) is
the Planck function related to the metric gΦ,k in (2.1.2). Note that, in the literature
(see [2]), some authors have used an infinite order pseudodifferential operators of the
form eΛ(t)(⟨x⟩

1/σ+⟨D⟩1/σ) for conjugation. We report (see Theorem 5.3.1) that the metric
governing the decay estimates of the symbol of an operator arising after the conjugation
changes. In our case, this metric is of the form

g̃Φ,k = (Φ(x)〈ξ〉k)
2
σ gΦ,k, (5.1.3)

We demonstrate this in Section 5.3.
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5.1. Introduction and Statement of Main Result

We report that the solution experiences infinite loss in regularity index in relation to
the Cauchy data defined in Sobolev spaces tailored to the loss operator, eΛ(t)(Φ(x)⟨Dx⟩k)1/σ .
The Sobolev spaces needed for our analysis are defined in the following section.

5.1.1 Sobolev Spaces
We now introduce the Sobolev spaces suitable for our analysis that are tailored to the
metric gΦ,k and the order of singularity.

Definition 5.1.1. The Sobolev space Hs,ε,σ
Φ,k (Rn) for σ > 2, ε ≥ 0 and s = (s1, s2) ∈ R2

is defined as

Hs,ε,σ
Φ,k (Rn) = {v ∈ L2(Rn) : Φ(x)s2〈D〉s1k exp{ε(Φ(x)〈Dx〉k)1/σ}v ∈ L2(Rn)}, (5.1.4)

equipped with the norm ‖v‖Φ,k;s,ε,σ = ‖Φ(·)s2〈D〉s1k exp{ε(Φ(·)〈D〉k)1/σ}v‖L2 . The operator
exp{ε(Φ(x)〈Dx〉k)1/σ} is an infinite order pseudodifferential operator with the Fourier
multiplier exp{ε(Φ(x)〈ξ〉k)1/σ}.

The spaces Hs,ε,σ
Φ,k (Rn) and H−s,−ε,σ

Φ,k (Rn) are dual to each other. Let s′ = (s′1, s
′
2) ∈ R2,

ε′ ≥ 0 and σ′ > 2. We have that Hs,ε,σ
Φ,k (Rn) ⊂ Hs′,ε′,σ′

Φ,k (Rn) if σ ≤ σ′, ε′ ≤ ε, s′j ≤ sj, j =
1, 2.

Definition 5.1.2. The function space Mσ
Φ,k(Rn), σ ≥ 3 is a set of functions v ∈ C∞(Rn)

that satisfy
‖ea(Φ(x)⟨Dx⟩k)1/σv(x)‖L2 ≤ C

for some positive constants a and C.

The function space Mσ
Φ,k(Rn) and its dual Mσ

Φ,k
′(Rn) are related to the Sobolev

spaces as follows

Mσ
Φ,k(Rn) =

⋃
ε>0

⋂
s∈R2

Hs,ε,σ
Φ,k (Rn) and Mσ

Φ,k
′(Rn) =

⋂
ε>0

⋃
s∈R2

Hs,ε,σ
Φ,k (Rn).

We can relate these spaces to the Gelfand-Shilov spaces. Let us denote the Gelfand-
Shilov space of indices µ, ν > 0 as Sµν (Rn). We refer to [58, Section 6.1] for the definition
and properties of Gelfand-Shilov spaces. Note that

k−1/σ(Φ(x)〈ξ〉k)1/σ ≤ 1

2
(Φ(x)2/σ + 〈ξ〉2/σ) ≤ 1

2
(〈x〉2/σ + 〈ξ〉2/σ).

Thus, we have the inclusion
S
σ
2
σ
2
(Rn) ↪→ Mσ

Φ,k(Rn).

Further, if Φ(x) = 〈x〉 we have

S
σ
2
σ
2
(Rn) ↪→ Mσ

Φ(x)(Rn) ↪→ Sσσ (Rn).

In the pseudodifferential calculus, the transposition, composition and construction of
parametrix are done modulo an operator that maps Mσ

Φ,k
′(Rn) to Mσ

Φ,k(Rn). This is
detailed in Section A.3. A study of Mσ

Φ,k(Rn) and its dual from an abstract viewpoint is
our future work, see Chapter 7.
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5.1.2 Main Result
Let us generalize the Cachy problem (5.1.1) and consider

P (t, x, ∂t, Dx)u(t, x) = f(t, x), (t, x) ∈ [0, T ]× Rn,

∂j−1
t u(0, x) = fj(x), j = 1, . . . ,m

}
(5.1.5)

where the operator P (t, x, ∂t, Dx) is given by

P = ∂mt −
m−1∑
j=0

(
Am−j(t, x,Dx) +Bm−j(t, x,Dx)

)
∂jt with

Am−j(t, x,Dx) =
∑

|α|+j=m

aj,α(t, x)D
α
x and

Bm−j(t, x,Dx) =
∑

|α|+j<m

bj,α(t, x)D
α
x ,

using the usual multi-index notation we denote Dα
x = (−i)α∂αx . The operator P in (5.1.5)

is said to be strictly hyperbolic operator if the symbol of the principal part

Pm(t, x, iτ, ξ) = (iτ)m −
m−1∑
j=0

Am−j(t, x, ξ)(iτ)
j

= (iτ)m −
m−1∑
j=0

∑
|α|+j=m

aj,α(t, x)ξ
α(iτ)j

has purely imaginary characteristic roots iτj(t, x, ξ), j = 1, . . . ,m where τj(t, x, ξ) is a
real-valued, simple function in t and positively homogeneous of degree 1 for ξ 6= 0 in Rn.
These roots are numbered and arranged so that

τ1(t, x, ξ) < τ2(t, x, ξ) < · · · < τm(t, x, ξ), and
Cω(x)〈ξ〉 ≤ |τj(t, x, ξ)|, (5.1.6)

for some C > 0, for all t ∈ [0, T ], x, ξ ∈ Rn and 1 ≤ j ≤ m. We assume aj,α ∈
C([0, T ];C∞(Rn)) ∩ C1((0, T ];C∞(Rn)) satisfy

|Dβ
xaj,α(t, x)| ≤ C |β|β!σω(x)m−jΦ(x)−|β|, (t, x) ∈ [0, T ]× Rn,

|Dβ
x∂taj,α(t, x)| ≤ C |β|β!σω(x)m−jΦ(x)−|β| 1

tq
, (t, x) ∈ (0, T ]× Rn,

 (5.1.7)

for 3 ≤ σ < q/(q−1) and the coefficients of the lower order terms, bj,α ∈ C1([0, T ];C∞(Rn))
satisfy

|Dβ
xbj,α(t, x)| ≤ C |β|β!σω(x)m−j−1Φ(x)−|β|, (t, x) ∈ [0, T ]× Rn, C > 0. (5.1.8)

Remark 5.1.1. Observe that we have assumed 3 ≤ σ < q/(q − 1) where as in [9], it is
1 < σ < q/(q − 1). The increase in the lower bound for σ is due to two factors:
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5.2. Global Symbol Classes

(i) the uncertainty principle which applied to the metric g̃Φ,k gives σ > 2,

(ii) the application of sharp Gårding inequality in our context dictates that σ ≥ 3; this
is discussed in Section 5.5.3.

Due to this increment in σ, we have q ∈
[
1, 3

2

)
.

Theorem 5.1.1. Consider the strictly hyperbolic Cauchy problem (5.1.5) satisfying the
following conditions:

i) The coefficients aj,α of the principal part satisfy (5.1.7) and the coefficients bj,α
satisfy (5.1.8).

ii) The initial data fj belongs to Hs+(m−j)e,Λ1,σ
Φ,k ,Λ1 > 0 for j = 1, · · · ,m, e = (1, 1).

iii) The right hand side f ∈ C([0, T ];Hs,Λ2,σ
Φ,k ),Λ2 > 0.

Then, there exist a continuous function Λ(t) and Λ0 > 0, such that there is a unique
solution

u ∈
m−1⋂
j=0

Cm−1−j
(
[0, T ];H

s+je,Λ(t),σ
Φ,k

)
for Λ(t) < min{Λ0,Λ1,Λ2}. More specifically, for a sufficiently large λ and δ ∈ (0, 1), we
have the a priori estimate

m−1∑
j=0

‖∂jtu(t, ·)‖Φ,k;s+(m−1−j)e,Λ(t),σ ≤ C

(
m∑
j=1

‖fj‖Φ,k;s+(m−j)e,Λ(0),σ

+

∫ t

0

‖f(τ, ·)‖Φ,k;s,Λ(τ),σ dτ

) (5.1.9)

for Λ(t) = λ
δ
(T δ − tδ), 0 ≤ t ≤ T < (δΛ∗/λ)1/δ, C = Cs > 0 and Λ∗ = min{Λ0,Λ1,Λ2}.

The constants Λ0 and δ in the above theorem are the constants in Theorem 5.3.1 and
equation (5.4.1), respectively.

5.2 Global Symbol Classes

Definition 5.2.1. Gm1,m2(ω, gΦ,k) is the space of all functions p = p(x, ξ) ∈ C∞(R2n)
satisfying

|∂αξDβ
xp(x, ξ)| < Cαβ〈ξ〉m1−|α|

k ω(x)m2Φ(x)−|β|, (5.2.1)

for Cαβ > 0 and for all multi-indices α and β.

We need the following symbol classes with Gevrey regularity. Let µ, ν be real numbers
with µ ≥ 1, ν ≥ 1.
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Chapter 5. Very Fast Oscillations: q > 1 Case

Definition 5.2.2. We denote by AGm1,m2
µ,ν (ω, gΦ,k) the Banach space of all symbols p(x, ξ) ∈

Gm1,m2

Φ,k such that the constant Cαβ > 0 in (5.2.1) is of the form,

Cαβ = B C |α|+|β|(α!)µ(β!)ν ,

for some B > 0 independent of α and β, and C > 0.

After the conjugation by infinite order pseudodifferential operator, eΛ(t)(Φ(x)⟨D⟩k)1/σ ,
the growth estimates for the lower order terms are governed by the metric g̃Φ,k given in
(5.1.3). We will now define the symbol classes associated with this metric.

Definition 5.2.3. For every σ ≥ 3, we denote by Gm1,m2
σ (ω, gΦ,k) the space of all func-

tions p(x, ξ) ∈ C∞(R2n) satisfying

|∂αξDβ
xp(x, ξ)| < Cαβ〈ξ〉m1−γ|α|+|β|/σ

k ω(x)m2Φ(x)−γ|β|+|α|/σ, (5.2.2)

for Cαβ > 0, γ = 1− 1
σ

and for all multi-indices α and β.

Moreover, we shall need the following Gevrey variant of the above symbol class.

Definition 5.2.4. We denote by AGm1,m2
σ;µ,ν (ω, gΦ,k) the Banach space of all symbols p(x, ξ) ∈

Gm1,m2

Φ,σ such that the constant Cαβ > 0 in (5.2.2) is of the form,

Cα,β = B C |α|+|β|(α!)µ(β!)ν ,

for some C > 0 and B > 0 independent of α and β.

Inspired from [2], we introduce the following symbol class in order to deal with the
symbols which are polynomial in ξ and Gevrey of order σ ≥ 3 with respect to x. Here
we impose analytic estimates with respect to ξ on an exterior domain of R2n. A suitable
class for our purpose is defined as follows.

Definition 5.2.5. We shall denote by AGm1,m2
σ (ω, gΦ,k) the space of all symbols p(x, ξ) ∈

AGm1,m2
σ;σ,σ (ω, gΦ,k) satisfying the following condition: there exist positive constants B, C

such that

sup
α,β∈Nn

sup
Φ(x)⟨ξ⟩k≥B|α|σ

C−|α|−|β|(α!)−1(β!)−σ〈ξ〉−m1+|α|
k

× ω(x)−m2Φ(x)|β||Dα
ξ ∂

β
xp(x, ξ)| < +∞.

The following inclusions hold:

AGm1,m2

1,σ (ω, gΦ,k) ⊂ AGm1,m2
σ (ω, gΦ,k) ⊂ AGm1,m2

σ,σ (ω, gΦ,k) ⊂ AGm1,m2
σ;σ,σ (ω, gΦ,k).

Given a symbol p ∈ AGm1,m2
σ;σ,σ (ω, gΦ,k), we can consider the associated pseudodifferential

operator P = p(x,Dx) defined by the following oscillatory integral

Pu(x) =

∫∫
R2n

ei(x−y)·ξp(x, ξ)u(y)dyđξ

=

∫
Rn

eix·ξp(x, ξ)û(ξ)đξ, (5.2.3)
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5.3. Conjugation by an Infinite Order Pseudodifferential Operator

where u ∈ S(Rn) and đξ = (2π)−ndξ. We shall denote by OPAGm1,m2
σ;σ,σ (ω, gΦ,k), the

space of all operators of the form (5.2.3) defined by a symbol p ∈ AGm1,m2
σ;σ,σ (ω, gΦ,k). In

Section A.3 of Appendix A we give the calculi of the operators in OPAGm1,m2
σ (ω, gΦ,k)

and OPAGm1,m2
σ;σ,σ (ω, gΦ,k) which can be easily constructed using the standard arguments

given in [58, Section 6.3] and [2, Appendix A].

5.3 Conjugation by an Infinite Order Pseudodifferential Operator

In this section, we perform a conjugation of operators from OPAGm1,m2
σ,σ (ω, gΦ,k) by

eΛ(t)(Φ(x)⟨D⟩k)1/σ , σ ≥ 3. Here we assume that Λ(t) is a continuous function for t ∈ [0, T ].
The following proposition gives an upper bound on the function Λ(t) for the conjugation
to be well defined.

Theorem 5.3.1. Let p ∈ AGm1,m2
σ,σ (ω, gΦ,k) for some σ ≥ 3, m = (m1,m2) ∈ R2 and

Λ = Λ(t) be a positive continuous function of t ∈ [0, T ]. Then, there exists Λ0 > 0 such
that for Λ(t) < Λ0,

eΛ(t)(Φ(x)⟨D⟩k)1/σp(x,D)e−Λ(t)(Φ(x)⟨D⟩k)1/σ = p(x,D) +
3∑

k=1

r
(k)
Λ (t, x,Dx), (5.3.1)

where
r
(1)
Λ (t, x,Dx) ∈ C([0, T ];AG−∞,1

σ;σ,σ (ω
m2Φ−γ, g̃Φ,k)),

r
(2)
Λ (t, x,Dx) ∈ C([0, T ];AGm1−γ,−∞

σ;σ,σ (Φ, g̃Φ,k)),

r
(3)
Λ (t, x,Dx) ∈ C([0, T ];AG−∞,−∞

σ;σ,σ (Φ, g̃Φ,k)),

for γ = 1− 1
σ
.

To prove the Theorem 5.3.1, we need the following lemma, which can be given an
inductive proof.

Lemma 5.3.2. Let ε 6= 0, σ ≥ 3. Then, for every α, β ∈ Zn+, we have

∂βx∂
α
ξ e

ε(Φ(x)⟨ξ⟩k)1/σ ≤ (Cε)|α|+|β|α!β!Φ(x)−γ|β|+|α|/σ〈ξ〉−γ|α|+|β|/σ
k eε(Φ(x)⟨ξ⟩k)1/σ .

Proof of Theorem 5.3.1. Throughout this proof we write Λ in place of Λ(t) and denote
Φ(x)〈ξ〉k by ψ(x, ξ) for the sake of simplicity of notation. Let pΛ,σ(x, ξ) be the symbol of
the operator

eΛ(t)(Φ(x)⟨D⟩k)1/σp(x,D)e−Λ(t)(Φ(x)⟨D⟩k)1/σ .

Then pΛ,σ(x, ξ) can be written in the form of an oscillatory integral as follows:

pΛ,σ(x, ξ) =

∫
· · ·
∫
e−iy·ηe−iz·ζeΛψ(x,ξ+ζ+η)

1/σ

p(x+ z, ξ + η) (5.3.2)

× e−Λψ(x+y,ξ)1/σdzđζdyđη,
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Chapter 5. Very Fast Oscillations: q > 1 Case

Taylor expansions of exp{Λψ(x, ξ)1/σ} in the first and second variables, respectively, are

e−Λψ(x+y,ξ)1/σ = e−Λψ(x,ξ)1/σ +
n∑
j=1

∫ 1

0

yj∂w′
j
e−Λψ(w′,ξ)1/σ

∣∣∣
w′=x+θ1y

dθ1, and

eΛψ(x,ξ+ζ+η)
1/σ

= eΛψ(x,ξ)
1/σ

+
n∑
i=1

∫ 1

0

(ζi + ηi)∂wie
Λψ(x,w)1/σ

∣∣∣
w=ξ+θ2(η+ζ)

dθ2.

We can write pΛ,σ as

pΛ,σ(x, ξ) = p(x, ξ) +
3∑
l=1

r
(l)
Λ (t, x, ξ) where

r
(l)
Λ (x, ξ) =

∫
· · ·
∫
e−iy·ηe−iz·ζIlp(x+ z, ξ + η)dzđζdyđη,

and Il, l = 1, 2, 3 are as follows:

I1 = eΛψ(x,ξ)
1/σ

n∑
j=1

∫ 1

0

yj∂w′
j
e−Λψ(w′,ξ)1/σ

∣∣∣
w′=x+θ1y

dθ1,

I2 = e−Λψ(x,ξ)1/σ
n∑
i=1

∫ 1

0

(ζi + ηi)∂wie
Λψ(x,w)1/σ

∣∣∣
w=ξ+θ2(ζ+η)

dθ2 and

I3 =

(
n∑
i=1

∫ 1

0

(ζi + ηi)∂wie
Λψ(x,w)1/σ

∣∣∣
w=ξ+θ2(ζ+η)

dθ2

)

×

(
n∑
j=1

∫ 1

0

yj∂w′
j
e−Λψ(w′,ξ)1/σ

∣∣∣
w′=x+θ1y

dθ1

)
.

We will now determine the growth estimate for r(1)Λ (t, x, ξ) using integration by parts [37].
For α, β, κ ∈ Zn+ and l ∈ Z+ we have

∂αξ ∂
β
xr

(1)
Λ (t, x, ξ)

=
n∑
j=1

∑
β′+β′′≤β

∑
α′+α′′≤α

∫
· · ·
∫
y−κyκe−iy·ηe−iz·ζ(∂α

′

ξ ∂
β′

x Dξjp)(x+ z, ξ + η)

×
∫ 1

0

∂α
′′

ξ ∂β
′′

x ∂w′
j
eΛ(Φ(x)1/σ−Φ(w′)1/σ)⟨ξ⟩1/σk

∣∣∣
w′=x+θ1y

dθ1dzđζdyđη

=
n∑
j=1

∑
β′+β′′≤β

∑
α′+α′′≤α

∫
· · ·
∫
y−κe−iy·ηe−iz·ζ〈η〉−2l

k 〈z〉−2l
k 〈Dζ〉2lk 〈ζ〉−2l

k

× 〈Dz〉2lk Dκ
η (∂

α′

ξ ∂
β′

x Dξjp)(x+ z, ξ + η)

×
∫ 1

0

〈Dy〉2lk ∂α
′′

ξ ∂β
′′

x ∂w′
j
eΛ(Φ(x)1/σ−Φ(w′)1/σ)⟨ξ⟩1/σk

∣∣∣
w′=x+θ1y

dθ1dzđζdyđη.
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5.3. Conjugation by an Infinite Order Pseudodifferential Operator

Let E1(t, x, y, ξ) = exp{Λ(Φ(x)1/σ −Φ(x+ θ1y)
1/σ)〈ξ〉1/σk }. Note that for |y| ≥ 1 we have

〈y〉 ≤
√
2|y| and in the case |y| < 1 we have 〈y〉 <

√
2. Using these estimates along with

the fact that 〈y〉−|κ| ≤ Φ(y)−|κ| we have

|∂αξ ∂βxr
(1)
Λ (t, x, ξ)| ≤ C

|α|+|β|+2
1 ω(x)m2Φ(x)−γ−γ|β|+|α|/σ〈ξ〉m1−γ−γ|α|+|β|/σ

k

×
∑

β′+β′′≤β

∑
α′+α′′≤α

∫
· · ·
∫

Φ(z)|m2−|β′||Φ(y)γ|β
′′|+|α′′|/σ

× 〈η〉|m1−1−|α′||+γ|α′′|+|β′′|/σ+|κ|−2l
k |κ|!σ

(
C12

σ

Φ(y)〈ξ〉k

)|κ|

× 〈ξ〉2l/σk E1(t, x, y, ξ)〈z〉−2l
k 〈ζ〉−2l

k dzđζdyđη.

Given α, β and κ, we choose l such that 2l > n+max{m1,m2}+ |α|+ |β|+ |κ|. So that

|∂αξ ∂βxr
(1)
Λ (t, x, ξ)| ≤ C

|α|+|β|+2
1 〈ξ〉m1−γ−γ|α|+(|β|+2l)/σ

k ω(x)m2Φ(x)−γ−γ|β|+|α|/σ

×
∫

|κ|!σ
(

C12
σ

Φ(y)〈ξ〉k

)|κ|

Φ(y)2lE1(x, y, ξ)dy.

Noting the inequality (see [58, Lemma 6.3.10])

inf
j∈Z+

j!σ
(

C12
σ

Φ(y)〈ξ〉k

)j
≤ C ′e−c1(Φ(y)⟨ξ⟩k)1/σ ,

for some positive constants C ′ and c1 where C ′ depends only on C1 and c1 on n and C1,
we have

|∂αξ ∂βxr
(1)
Λ (t, x, ξ)| ≤ C |α|+|β|+2〈ξ〉m1−γ−γ|α|+|β|/σ

k ω(x)m2Φ(x)−γ−γ|β|+|α|/σ

×
∫
e−c1Φ(y)1/σ⟨ξ⟩1/σk Φ(y)2lE1(x, y, ξ)dy.

Let l′ ∈ Z+ such that l′

σ
≥ l. Then, we have e−c1Φ(y)1/σ⟨ξ⟩1/σk Φ(y)2l

′/σ ≤ (2l′)! e−
c1
2
Φ(y)1/σ⟨ξ⟩1/σk .

Hence,

|∂αξ ∂βxr
(1)
Λ (t, x, ξ)|

≤ C
|α|+|β|+2
1 〈ξ〉m1−γ−γ|α|+|β|/σ

k ω(x)m2Φ(x)−γ−γ|β|+|α|/σ

×
∫

exp
{
(ΛΦ(x)1/σ − ΛΦ(x+ θ1y)

1/σ − c1
2
Φ(y)1/σ)〈ξ〉1/σk

}
dy.

For |x| ≤ |y|, clearly Φ(x)1/σ − Φ(x+ θ1y)
1/σ ≤ Φ(y)1/σ. For |x| ≥ |y|, we have

Φ(x)1/σ − Φ(x+ θ1y)
1/σ ≤ Φ(x)1/σ − (Φ(x)− Φ(θ1y))

1/σ

≤ Φ(x)1/σ − (Φ(x)1/σ − Φ(θ1y)
1/σ) ≤ Φ(y)1/σ.

(5.3.3)

Since c1 is independent of Λ, there exists Λ(1) > 0 (in fact, Λ(1) = c1/2) such that, for
Λ = Λ(t) < Λ(1) we obtain the estimate

|∂αξ ∂βxr
(1)
Λ (t, x, ξ)| ≤ C |α|+|β|+2ω(x)m2Φ(x)−γ−γ|β|+|α|/σe−

c1
8
⟨ξ⟩1/σk
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Thus r(1)Λ ∈ C
(
[0, T ];AG−∞,1

σ;σ,σ (ω
m2Φ−γ, g̃Φ,k)

)
.

In a similar fashion, we will determine the growth estimate for r
(2)
Λ (t, x, ξ). Let

α, β, κ ∈ Zn+ and l ∈ Z+. Then

∂αξ ∂
β
xr

(2)
Λ (t, x, ξ)

=
n∑
i=1

∑
β′+β′′≤β

∑
α′+α′′≤α

∫
· · ·
∫
η−κηκe−iy·ηζ−κζκe−iz·ζ〈z〉−2l

k 〈η〉−2l
k 〈Dy〉2lk

× 〈y〉−2l
k 〈Dζ〉2lk 〈Dη〉2lk (∂α

′

ξ ∂
β′

x Dxip)(x+ z, ξ + η)

×
∫ 1

0

∂α
′′

ξ ∂β
′′

x ∂wie
ΛΦ(x)1/σ(⟨w⟩1/σk −⟨ξ⟩1/σk )

∣∣∣
w=ξ+θ2(η+ζ)

dθ2dzđζdyđη,

∂αξ ∂
β
xr

(2)
Λ (t, x, ξ)

=
n∑
i=1

∑
β′+β′′≤β

∑
α′+α′′≤α

∫
· · ·
∫
η−κe−iy·ηζ−κe−iz·ζDκ

yD
κ
z 〈z〉−2l

k 〈η〉−2l
k 〈Dy〉2lk

× 〈y〉−2l
k 〈Dζ〉2lk 〈Dη〉lk(∂α

′

ξ ∂
β′

x Dxip)(x+ z, ξ + η)

×
∫ 1

0

∂α
′′

ξ ∂β
′′

x ∂wie
ΛΦ(x)1/σ(⟨w⟩1/σk −⟨ξ⟩1/σk )

∣∣∣
w=ξ+θ2(η+ζ)

dθ2dzđζdyđη.

Let E2(t, x, ξ, η, ζ) = exp{ΛΦ(x)1/σ(〈ξ + θ2(η+ ζ)〉1/σk − 〈ξ〉1/σk )}. Using the easy to show
inequality Φ(x+ z)s ≤ 2|s|Φ(x)sΦ(z)|s|,∀s ∈ R, we have

|∂αξ ∂βxr
(2)
Λ (t, x, ξ)| ≤ C

|α|+|β|+2
2 〈ξ〉m1−γ−γ|α|+|β|/σ

k ω(x)m2Φ(x)−γ−γ|β|+|α|/σ

×
∑

β′+β′′≤β

∑
α′+α′′≤α

∫
· · ·
∫

Φ(z)|m2−|β′||+1〈η〉|m1−|α′||
k

× 〈η〉−2l
k 〈η + ζ〉γ(1+|α′′|)+|β′′|/σ

k |κ|!σ
( C22

σ

Φ(x)〈ζ〉k〈η〉k

)|κ|
× 〈z〉−2l+|κ|

k 〈y〉−2l−|κ|
k E2(t, x, ξ, η, ζ)dzđζdyđη.

In this case we choose l such that 2l > 2(n+ 1) +max{m1,m2}+ |α|+ |β|+ |κ|. Noting
that (〈η〉k〈ζ〉k)−1 ≤ 〈ζ + η〉−1

k and

inf
j∈Z+

j!σ
(

C22
σ

Φ(x)〈ζ + η〉k

)j
≤ C ′e−c2(Φ(x)⟨ζ+η⟩k)1/σ ,

for some c2 > 0. Thus we have

|∂αξ ∂βxr
(2)
Λ (t, x, ξ)|

≤ C |α|+|β|+2〈ξ〉m1−γ−γ|α|+|β|/σ
k ω(x)m2Φ(x)−γ−γ|β|+(|α|+l)/σ

∫ ∫
〈η〉−2(n+1)

k

× exp{Φ(x)1/σ(Λ〈ξ + (η + ζ)〉1/σk − Λ〈ξ〉1/σk − c2
2
〈ζ + η〉1/σk )}đζđη.
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5.3. Conjugation by an Infinite Order Pseudodifferential Operator

For 〈ξ + η + ζ〉k ≤ 3〈η + ζ〉k, we have |〈ξ + η + ζ〉1/σk − 〈ξ〉1/σk | ≤ 3〈η + ζ〉1/σk . For
〈ξ + η + ζ〉k ≥ 3〈η + ζ〉k, that is, 〈ξ〉k ≥ 2〈η + ζ〉k, we have

〈ξ + η + ζ〉1/σk − 〈ξ〉1/σk ≤ |η + ζ|(〈ξ〉k − 〈η + ζ〉k)
1
σ
−1 ≤ 〈η + ζ〉1/σk . (5.3.4)

Since c2 is independent of Λ, there exists Λ(2) > 0 (in fact, Λ(2) = c2/12) such that, for
Λ = Λ(t) < Λ(2) we obtain the estimate

|∂αξ ∂βxr
(2)
Λ (t, x, ξ)| ≤ C |α|+|β|+2〈ξ〉m1−γ−γ|β|+|α|/σ

k e−
c2
8
Φ(x)1/σ .

Thus r(2)Λ ∈ C([0, T ];AGm1−γ,−∞
σ;σ,σ (Φ, g̃Φ,k)). By similar techniques used in the case of

r
(1)
Λ and r

(2)
Λ , one can show that r

(3)
Λ ∈ C([0, T ];AG−∞,−∞

σ;σ,σ (Φ, g̃Φ,k)). Taking Λ0 =

min{Λ(1),Λ(2)}, proves the theorem.
Remark 5.3.3. 1. The conjugation of Theorem 5.3.1 can also be performed by start-

ing with a symbol p ∈ AGm1,m2
σ;σ,σ (ω, gΦ,k).

2. If Φ(x) ≡ C for some C ≥ 1, then the proof of Theorem 5.3.1 takes simpler form
as in [47, Proposition 2.3]. In such case, for C0 = C1/σ we have

eΛ(t)C0⟨Dx⟩1/σ p(x,Dx) e
−Λ(t)C0⟨Dx⟩1/σ = p(x,Dx) + rΛ(t, x,Dx),

where rΛ(t, x, ξ) is in the Hörmander class Sm1−γ
γ,0 , γ = 1− 1

σ
, for each t.

Next, we prove two corollaries of Theorem 5.3.1 which will be helpful in making
change of variables in the proof of the main result.
Corollary 5.3.4. There exists k∗ > 1 such that for k ≥ k∗,

eΛ(t)(Φ(x)⟨D⟩k)1/σe−Λ(t)(Φ(x)⟨D⟩k)1/σ = I +R(t, x,Dx) (5.3.5)

e−Λ(t)(Φ(x)⟨D⟩k)1/σeΛ(t)(Φ(x)⟨D⟩k)1/σ = I + R̃(t, x,Dx) (5.3.6)

where I+R and I+ R̃ are invertible operators with R, R̃ ∈ C([0, T ];OPAG−γe
σ;σ,σ(Φ, g̃Φ,k)).

Proof. The equation (5.3.5) can be derived by an application of Theorem 5.3.1 with
p(x,D) ≡ I ∈ OPAG0,0

σ (ω, gΦ,k), where I is an identity operator. This yields R as in
(5.3.5). We can estimate the operator norm of R(t, x,Dx) by C1k

−γ. Choosing k ≥ k1,
where k1 is sufficiently large, ensures that the operator norm of R(t, x,Dx) is strictly
lesser than 1. This guarantees the existence of

(I +R(t, x,Dx))
−1 =

∞∑
j=0

(−R(t, x,Dx))
j.

As for the equation (5.3.6), we follow the same procedure given in the proof of Theorem
5.3.1 with inequality (5.3.3) replaced with

−Φ(x)1/σ + Φ(x+ θ1y)
1/σ ≤ −Φ(x)1/σ + (Φ(x) + Φ(θ1y))

1/σ

≤ −Φ(x)1/σ + Φ(x)1/σ + Φ(θ1y))
1/σ ≤ Φ(y))1/σ,

for x, y ∈ Rn. This yields (5.3.6) with R̃ ∈ C([0, T ];OPAG−γe
σ;σ,σ(Φ, g̃Φ,k)). Choosing k ≥ k2

for k2 sufficiently large, guarantees that I + R̃ is invertible. Taking k∗ = max{k1, k2}
proves the corollary.
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If we take Λ(t) = λ
δ
(T δ − tδ) for λ > 0 and δ ∈ (0, 1), then we easily have

eΛ(t)(Φ(x)⟨D⟩k)1/σ ∂t e
−Λ(t)(Φ(x)⟨D⟩k)1/σw(t, x)

= (I +R)
(
∂tw(t, x)− Λ′(t)(Φ(x)〈D〉k)1/σw(t, x)

)
= (I +R)

(
∂t +

λ

t1−δ
(Φ(x)〈D〉k)1/σ

)
w(t, x),

where the operator R(t, x,Dx) is in C([0, T ];OPAG−γe
σ;σ,σ(Φ, g̃Φ,k)). As in Corollary 5.3.4,

the operator I +R(t, x,Dx) is invertible for sufficiently large k. In the proof of the main
result, we choose λ appropriately so that we can apply sharp Gårding inequality to prove
the a priori estimate (5.1.9).

Corollary 5.3.5. Let 0 ≤ ε ≤ ε′ < Λ0 where Λ0 is as in Thereom 5.3.1. Then

eε(Φ(x)⟨D⟩k)1/σe−ε
′(Φ(x)⟨D⟩k)1/σ = e(ε−ε

′)(Φ(x)⟨D⟩k)1/σ(I + R̂(x,Dx)), (5.3.7)

where R̂ ∈ OPAG−γe
σ;σ,σ(Φ, g̃Φ,k) and for sufficiently large k, I + R̂ is invertible.

Proof. The equation (5.3.7) can be derived by an easy extension of Theorem 5.3.1. For
this we replace the inequality (5.3.3) with

εΦ(x)1/σ − ε′Φ(x+ θ1y)
1/σ ≤ εΦ(x)1/σ − ε′(Φ(x)− Φ(θ1y))

1/σ

≤ εΦ(x)1/σ − ε′(Φ(x)1/σ − Φ(θ1y)
1/σ)

≤ (ε− ε′)Φ(x)1/σ + ε′Φ(y)1/σ
(5.3.8)

when |x| ≥ |y| and εΦ(x)1/σ − ε′Φ(x + θ1y)
1/σ ≤ εΦ(x)1/σ + ε′Φ(y)1/σ − ε′Φ(x)1/σ when

|x| ≤ |y| and the inequality (5.3.4) with

ε〈ξ + η + ζ〉1/σk − ε′〈ξ〉1/σk ≤ ε〈ξ〉1/σk + ε〈η + ζ〉1/σk − ε′〈ξ〉1/σk

≤ (ε− ε′)〈ξ〉1/σk + ε〈η + ζ〉1/σk ,
(5.3.9)

for ξ, η, ζ ∈ Rn.

We use the above corollaries to prove the continuity of an infinite order operator
eε(Φ(x)⟨D⟩k)1/σ on the spaces Hs,ε′,σ

Φ,k .

Proposition 5.3.3. The operator eε(Φ(x)⟨D⟩k)1/σ : Hs,ε′,σ
Φ,k → Hs,ε′−ε,σ

Φ,k is continuous for
k ≥ k0 and 0 ≤ ε ≤ ε′ < Λ0 where k0 sufficiently large and Λ0 is as in Theorem 5.3.1.

Proof. Consider w in Hs,ε′,σ
Φ,k . From Corollaries 5.3.4 and 5.3.5, we have

e−ε
′(Φ(x)⟨D⟩k)1/σeε

′(Φ(x)⟨D⟩k)1/σ = I +R1(x,Dx),

eε(Φ(x)⟨D⟩k)1/σe−ε
′(Φ(x)⟨D⟩k)1/σ = e(ε−ε

′)(Φ(x)⟨D⟩k)1/σ(I +R2(x,Dx)),

e(ε
′−ε)(Φ(x)⟨D⟩k)1/σe−(ε′−ε)(Φ(x)⟨D⟩k)1/σ = I +R3(x,Dx).
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where R1, R2, R3 ∈ OPAG−γe
σ;σ,σ(Φ, g̃Φ,k). For k ≥ k0, k0 sufficiently large, the operators

I +Rj(x,Dx), j = 1, 2, 3 are invertible. Then, one can write

eε(Φ(x)⟨D⟩k)1/σw = eε(Φ(x)⟨D⟩k)1/σ
(
e−ε

′(Φ(x)⟨D⟩k)1/σeε
′(Φ(x)⟨D⟩k)1/σ −R1

)
w.

This implies that

eε(Φ(x)⟨D⟩k)1/σ(I +R1)w = e(ε−ε
′)(Φ(x)⟨D⟩k)1/σ(I +R2)e

ε′(Φ(x)⟨D⟩k)1/σw. (5.3.10)

From (5.3.10), we have

e(ε
′−ε)(Φ(x)⟨D⟩k)1/σeε(Φ(x)⟨D⟩k)1/σ(I +R1)w = (I +R3)(I +R2)e

ε′(Φ(x)⟨D⟩k)1/σw.

Note that (I + Rj), j = 1, 2, 3, are bounded and invertible operators. Substituting w =
(I +R1)

−1v and taking L2 norm on both sides of the above equation yields

‖eε(Φ(x)⟨D⟩k)1/σv‖Φ,k;s,ε′−ε,σ ≤ C1‖(I +R1)
−1v‖Φ,k;s,ε′,σ ≤ C2‖v‖Φ,k;s,ε′,σ,

for all v ∈ Hs,ε′,σ
Φ,k and for some C1, C2 > 0. This proves the proposition.

5.4 Subdivision of the Phase Space

We divide the extended phase space into two regions using the Planck function, h(x, ξ) =
(Φ(x)〈ξ〉k)−1. For the sake of subdivision we define tx,ξ, for a fixed (x, ξ), as the solution
to the equation

tq = N h(x, ξ),

where N is the positive constant and q is the given order of singularity. Since 3 ≤ σ <
q/(q − 1), we consider δ ∈ (0, 1) such that

1

σ
=
q − 1 + δ

q
= 1− 1− δ

q
. (5.4.1)

Denote γ = 1− 1
σ
. Using tx,ξ and the notation J = [0, T ]×Rn×Rn we define the interior

region
Zint(N) = {(t, x, ξ) ∈ J : 0 ≤ t ≤ tx,ξ, |x|+ |ξ| > N}

= {(t, x, ξ) ∈ J : t1−δ ≤ Nγ h(x, ξ)γ, |x|+ |ξ| > N},
(5.4.2)

and the exterior region

Zext(N) = {(t, x, ξ) ∈ J : tx,ξ ≤ t ≤ T, |x|+ |ξ| > N}
= {(t, x, ξ) ∈ J : t1−δ ≥ Nγ h(x, ξ)γ, |x|+ |ξ| > N}.

(5.4.3)

The utility of these regions lies in decomposing our operator into, mainly, two operators.
The first operator has a high-order in (x, ξ) but excludes the singularity at t = 0 and the
second operator has a singularity at t = 0 but is of lower-order in (x, ξ).

89
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5.5 Global Well-Posedness

In this section, we give a proof of the main result. There are three key steps in the proof.
First, we factorize the operator P (t, x, ∂t, Dx). To this end, we begin with regularizing
the characteristic roots of the principal symbol of the operator. Second, we reduce the
operator P to a pseudodifferential system of first order. Lastly, we perform a conjugation
to deal with the low-regularity in t. Using sharp Gårdings inequality we arrive at L2-
well-posedness of a related auxiliary Cauchy problem, which gives well-posedness of the
original problem in the Sobolev spaces Hs,ε,σ

Φ,k , 3 ≤ σ < q/(q − 1).

5.5.1 Factorization
We are interested in a factorization of the operator P (t, x, ∂t, Dx). Formally, this leads
to

P (t, x, ∂t, Dx) = (∂t − iτm(t, x,Dx)) · · · (∂t − iτ1(t, x,Dx))

+
m−1∑
k=0

Rk(t, x,Dx)∂
k
t

(5.5.1)

where
τj ∈ C([0, T ];AGe

σ(ω, gΦ,k)) ∩ C1((0, T ];AGe
σ(ω, gΦ,k)),

tq∂tτj ∈ C([0, T ];AGe
σ(ω, gΦ,k)) ∩ C((0, T ];AGe

σ(ω, gΦ,k)).

Since the operators τj(t, x,Dx) are not differentiable with respect to t at t = 0, we use
regularized roots λj(t, x,Dx) in (5.5.1) instead of τj(t, x,Dx) for j = 1, · · · ,m. For this
purpose we extend the roots on (T,∞] by setting

τj(t, x, ξ) = τj(T, x, ξ) when t > T.

Then we define the regularized root λj(t, x, ξ) as

λj(t, x, ξ) =

∫
R
τj (t− h(x, ξ)s, x, ξ) ρ(s)ds (5.5.2)

where ρ is compactly supported smooth function in S1
1 (R) satisfying

∫
R
ρ(s)ds = 1 and

0 ≤ ρ(s) ≤ 1 with supp ρ(s) ⊂ R<0. Then

(λj − τj)(t, x, ξ) =

∫
(τj(t− h(x, ξ)s, x, ξ)− τj(t, x, ξ))ρ(s)ds

=
1

h(x, ξ)

∫
(τj(s, x, ξ)− τj(t, x, ξ))ρ((t− s)h(x, ξ)−1)ds.

It is easy to see that{
λj − τj ∈ L1([0, T ];AGe

σ(ω, gΦ,k)) ∩ C((0, T ];AGe
σ(ω, gΦ,k))

∂jtλj ∈ L1([0, T ];AGj+1,1
σ (ωΦj, gΦ,k)) ∩ C([0, T ];AGj+1,1

σ (ωΦj, gΦ,k)),
(5.5.3)

and {
tq(λj − τj) ∈ C([0, T ];AG0,0

σ (ω, gΦ,k))

tq∂jtλj ∈ C([0, T ];AGje
σ (ω, gΦ,k)), j ∈ N.

(5.5.4)
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We define the operator

P̃ (t, x, ∂t, Dx) = (∂t − iλm(t, x,Dx)) · · · (∂t − iλ1(t, x,Dx)).

By (5.5.3) and (5.5.4) one has the following factorization of the operator P

P (t, x, ∂t, Dx) = P̃ (t, x, ∂t, Dx) +R(t, x, ∂t, Dx),

where

R(t, x, ∂t, Dx) =
m−1∑
j=0

Rj(t, x,Dx)∂
j
t

such that for j = 0, . . . ,m− 1,

Rj ∈ L1([0, T ];AG(m−j)e
σ (Φ, gΦ,k)) ∩ C([0, T ];AG(m−j)e

σ (Φ, gΦ,k)), and (5.5.5)

tqRj ∈ C([0, T ];AG(m−1−j)e
σ (Φ, gΦ,k)). (5.5.6)

To determine the precise Gevrey regularity for Rj(t, x, ξ), we consider the regions, Zint(N)
and Zext(N), separately. In Zint(N), we have (Φ(x)〈ξ〉k)γ ≤ Nγ

t1−δ
. Using this and (5.5.5),

we can write

|∂αξDβ
xRj(t, x, ξ)| ≤ C |α|+|β|β!σα!Φ(x)m−γ−j−|β|〈ξ〉m−γ−j−|α|

k (Φ(x)〈ξ〉k)γ

≤ C
|α|+|β|
1 β!σα!

Nγ

t1−δ
Φ(x)m−γ−j−|β|〈ξ〉m−γ−j−|α|

k

Similarly, in Zext(N), we have tq/σ ≥ (N h(x, ξ))
1
σ and

1

tq
=

1

t1−δ
1

tq/σ
≤ 1

t1−δ

(
Φ(x)〈ξ〉k

N

)1/σ

Using this and (5.5.6), we have

|∂αξDβ
xRj(t, x, ξ)| ≤ C |α|+|β|β!σα!

1

tq
Φ(x)m−1−j−|β|〈ξ〉m−1−j−|α|

k

≤ C
|α|+|β|
1 β!σα!

N−1/σ

t1−δ
Φ(x)m−γ−j−|β|〈ξ〉m−γ−j−|α|

k

Hence, we have t1−δRj ∈ C([0, T ];AG
(m−γ−j)e
σ (Φ, gΦ,k)) for j = 0, · · · , (m− 1).

5.5.2 Reduction to First Order Pseudodifferential System

We will now reduce the operator P to an equivalent first order pseudodifferential system.
The procedure is similar to the one used in [12, Section 4.2 & 4.3]. To achieve this, we
introduce the change of variables U = U(t, x) = (u0(t, x), · · · , um−1(t, x))

T , where{
u0(t, x) = ω(x)m−1〈Dx〉m−1

k u(t, x),

uj(t, x) = ω(x)m−1−j〈Dx〉m−1−j
k (∂t − iλj(t, x,Dx)) · · · (∂t − iλ1(t, x,Dx))u(t, x),
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for j = 1, · · ·m− 1. Then, Pu = f is equivalent to

(∂t − A1(t, x,Dx) + A2(t, x,Dx))U(t, x) = F (t, x),

where F (t, x) = (0, . . . , 0, f(t, x))T ,

A1 (t, x,Dx) =


iλ1 (t, x,Dx) ω(x)〈Dx〉k 0 . . . 0

0
. . . . . . ...

... . . . . . . 0

... . . . ω(x)〈Dx〉k
0 . . . . . . 0 iλm (t, x,Dx)

 ,

and A2(t, x,Dx) = {a(2)i,j (t, x,Dx)}1≤i,j≤m is a matrix of lower order terms with a
(2)
i,j ∈

AG0,0
σ (Φ, gΦ,k) for i = 1, . . . ,m−1 and j = 1, . . . ,m, and t1−δa(2)m,j ∈ C([0, T ];AG

1
σ
e

σ (Φ, gΦ,k))
for j = 1, . . . ,m.

Consider the T (t, x, ξ) = {βp,q(t, x, ξ)}0≤p,q≤m−1, where

βp,q(t, x, ξ) = 0, p ≥ q;

βp,q(t, x, ξ) =
(1− ϕ1(Φ(x)〈ξ〉))(ω(x)〈ξ〉k)q−p

dp,q(t, x, ξ)
, p < q;

dp,q(t, x, ξ) =

q∏
r=p+1

i
(
λq+1(t, x, ξ)− λr(t, x, ξ)

)
,

where ϕ1 ∈ C∞
0 (R), ϕ1(r) = 1 for |r| ≤M , for a large parameter M . Note that the matrix

T (t, x, ξ) is nilpotent. We define H(t, x,Dx) and H̃(t, x,Dx) to be pseudodifferential
operators with symbols

H(t, x, ξ) = I + T (t, x, ξ), and

H̃(t, x, ξ) = I +
m−1∑
j=1

(−1)jT j(t, x, ξ), (5.5.7)

respectively.

Proposition 5.5.1. For the operators H(t, x,Dx) and H̃(t, x,Dx), the following asser-
tions hold true

i) H(t, x,Dx) and H̃(t, x,Dx) are in C
(
[0, T ];OPAG0,0

σ (Φ, gΦ,k)
)

.

ii) The compositions of H(t, x,Dx) and H̃(t, x,Dx) satisfy{
H(t, x,Dx) ◦ H̃(t, x,Dx) = I +K1(t, x,Dx),

H̃(t, x,Dx) ◦H(t, x,Dx) = I +K2(t, x,Dx),
(5.5.8)

for Kj(t, x,Dx) ∈ C
(
[0, T ];OPAG−e

σ (Φ, gΦ,k)
)
, j = 1, 2.
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iii) The operator tq(∂tH)(t, x,Dx) belongs to C
(
[0, T ];OPAG0,0

σ (Φ, gΦ,k)
)

.

iv) The operator t1−δ(∂tH)(t, x,Dx) belongs to C
(
[0, T ];OPAG

1
σ
e

σ (Φ, gΦ,k)
)

.

Note that I +Kj(t, x,Dx) is invertible for sufficiently large M . Since Kj(t, x,Dx) ∈
C
(
[0, T ];OPAG−e

σ (Φ, gΦ,k)
)

, we can estimate the operator norm of K by CM−1 where
M is as in the definition of H(t, x,Dx). We choose M sufficiently large so that the
operator norm of K(t, x,Dx) is strictly lesser than 1. This implies that I +Kj(t, x,Dx)
is invertible and

(I +Kj(t, x,Dx))
−1 =

∞∑
l=0

(−Kj(t, x,Dx))
j ∈ C

(
[0, T ];OPAG0,0

σ (Φ, gΦ,k)
)
.

We perform the described change of variable by setting

Û = Û(t, x) = H̃(t, x,Dx)U(t, x).

The above equation and (5.5.8) imply that

U(t, x) = (I +K1(t, x,Dx))
−1H(t, x,Dx)Û(t, x).

Noting this fact, we obtain (similar to [12, Section 4.3]) the first order system equivalent
to (5.1.5) :

(∂t − A3(t, x,Dx) + A4(t, x,Dx))Û(t, x) = F1(t, x),

where F1(t, x) = K2(t, x,Dx)
−1H̃(t, x,Dx)K1(t, x,Dx)F (t, x) for Kj(t, x,Dx) = (I +

K(t, x,Dx)), j = 1, 2, and the operators A3 and A4 are as follows

A3 = K−1
2 H̃K1A1K−1

1 H,

A4 = K−1
2 H̃K1A2K−1

1 H +K−1
2 H̃K1(∂tK−1

1 )H +K−1
2 H̃∂tH.

We can write

A3(t, x,Dx) = D(t, x,Dx) + Ã3(t, x,Dx)

A(t, x,Dx) = A4(t, x,Dx)− Ã3(t, x,Dx)

where D = diag(iλ1(t, x,Dx), . . . , iλm(t, x,Dx)), and A(t, x,Dx) contains the lower order
terms whose symbol is such that

t1−δA ∈ C([0, T ];AG
1
σ
e

σ (Φ, gΦ,k)).

Then, Pu = f is equivalent to

L1Û = (∂t −D + A)Û = F1(t, x). (5.5.9)

We prove the a priori estimate (5.1.9) by proving that

‖Û(t)‖Φ,k;s,Λ(t),σ ≤ C
(
‖Û(0)‖Φ,k;s,Λ(0),σ +

∫ t

0

‖F1(τ, ·)‖Φ,k;s,Λ(τ),σdτ
)
,

93



Chapter 5. Very Fast Oscillations: q > 1 Case

where Λ(t) = λ
δ
(T δ − tδ) for sufficiently large λ.

It is sufficient to prove the above estimate for s = (0, 0) since the operator L2 =
Φ(x)s2〈Dx〉s1k L1〈Dx〉−s1k Φ(x)−s2 satisfies the same hypotheses as L1. That is, for V (t, x) =

Φ(x)s2〈Dx〉s1k Û(t, x), L1Û = F1 implies L2V = F2 where F2(t, x) = Φ(x)s2〈Dx〉s1k F1(t, x).
So, assuming s = (0, 0) we let L2 = L1 = ∂t −D + A.

To deal with the low-regularity in t, we introduce the following change of variable

W (t, x) = eΛ(t)(Φ(x)⟨Dx⟩k)1/σV (t, x). (5.5.10)

This implies that V (t, x) = (I+R̃(t, x,Dx))
−1e−Λ(t)(Φ(x)⟨Dx⟩k)1/σW (t, x).Here I+R̃(t, x,Dx)

and I + R(t, x,Dx) are invertible operators as in Corollary 5.3.4. Let us denote I +

R(t, x,Dx), I+R̃(t, x,Dx) and e±Λ(t)(Φ(x)⟨Dx⟩k)1/σ by R(t, x,Dx), R̃(t, x,Dx) and E(±)(t, x,Dx),
respectively. Then Pu = f is equivalent to L3W = F3 where

L3 = ∂t −D +
(
B +

λ

t1−δ
(Φ(x)〈Dx〉k)1/σ

)
,

F3(t, x) = R−1E(+)R̃F2(t, x) and the operator B(t, x,Dx) is given by

B = R−1E(+)
(
R̃(∂tR̃−1) + R̃AR̃−1

)
E(−) −

(
R−1E(+)R̃DR̃−1E(−) −D

)
.

Observe that from Theorem 5.3.1 and from the Cauchy data given in conditions (ii)
and (iii) of Theorem 5.1.1, we need Λ(t) < Λ∗ = min{Λ0,Λ1,Λ2}. This implies T <(
δ
λ
Λ∗)1/δ. Then, we have t1−δB ∈ C([0, T ];OPAG

1
σ
e

σ;σ,σ(Φ, gΦ,k)). The estimate (5.1.9) on
the solution u can be established by proving that the function W (t, x) satisfies the a
priori estimate

‖W (t)‖2L2 ≤ C
(
‖W (0)‖2L2 +

∫ t

0

‖F3(τ, ·)‖L2dτ
)
, t ∈ [0, T ], C > 0. (5.5.11)

5.5.3 Energy Estimate

Observe that we have L3W = F3 whenever L1Û = F1 and ‖W (t)‖L2 = ‖Û(t)‖Φ,k;s,Λ(t),σ.
Moreover, the problem L3W = F3 is equivalent to an auxiliary problem

∂tW = DW −
( λ

t1−δ
(Φ(x)〈Dx〉k)1/σW +BW

)
+ F3(t, x),

for (t, x) ∈ (0, T ]× Rn, with initial conditions

W (0, x) = (w0(x), . . . , wm−1(x))
T , where

wj(x) =e
Λ(0)(Φ(x)⟨Dx⟩k)1/σΦ(x)s2〈Dx〉s1H̃(0, x,Dx)Φ(x)

m−1−j〈Dx〉m−1−j

× (∂t − iλj(0, x,Dx)) · · · (∂t − iλ1(0, x,Dx))u(0, x)
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5.6. Anisotropic Cone Condition

for j = 0, . . . ,m− 1. To prove (5.5.11), let us consider

∂t‖W (t)‖2L2 = 2Re〈∂tW,W 〉L2

= 2Re〈DW,W 〉L2 − 2Re
〈( λ

t1−δ
(Φ(x)〈Dx〉k)1/σ +B

)
W,W

〉
L2

+ 2Re〈F3,W 〉. (5.5.12)

Since D is diagonal with purely imaginary entries, we have

Re〈DW,W 〉L2 ≤ C1‖W (t)‖L2 . (5.5.13)

Also, note that t1−δh(x,Dx)
1/σB(t, x,Dx) ∈ C([0, T ];OPAG0,0

σ;σ,σ(Φ, gΦ,k)). We choose λ
sufficiently large so that we can apply sharp Gårding inequality, see [43, Theorem 18.6.14],
for the metric g̃Φ,k given in (5.1.3) with the Planck function h̃(x, ξ) = (Φ(x)〈ξ〉k)

1
σ
−γ. It

is important to note that the application of sharp Gårding inequality requires σ ≥ 3.
This yields

Re
〈( λ

t1−δ
(Φ(x)〈Dx〉k)1/σ +B

)
W,W

〉
L2

≥ −C2‖W‖L2 , C2 > 0. (5.5.14)

From (5.5.12), (5.5.13) and (5.5.14) we have

d

dt
‖W (t)‖2L2 ≤ C‖W (t)‖L2 + C‖F3(t, ·)‖L2 .

Considering the above inequality as a differential inequality, we apply Gronwall’s
lemma and obtain that

‖W (t)‖2L2 ≤ C‖W (0)‖2L2 + C

∫ t

0

‖F3(τ, ·)‖2L2dτ.

This proves well-posedness of the auxiliary Cauchy problem. Note that the solution Û
to (5.5.9) belongs to C([0, T ];Hs,Λ(t),σ

Φ,k ). Returning to our original solution u = u(t, x) we
obtain the estimate (D.3.7) with

u ∈
m−1⋂
j=0

Cm−1−j([0, T ];H
s+ej,Λ(t),σ
Φ,k ).

This concludes the proof.

5.6 Anisotropic Cone Condition

Let K(x0, t0) denote the cone with the vertex (x0, t0):

K(x0, t0) = {(t, x) ∈ [0, T ]× Rn : |x− x0| ≤ cω(x)(t0 − t)},

where c > 0. The cone K(x0, t0) has a slope cω(x) which governs the speed of the growth
of the cone. Note that the speed is anisotropic, that is, it varies with x. For a given (t, x),
it is well known in the literature (see [76, Section 3.11]) that the influence of the vertex
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Chapter 5. Very Fast Oscillations: q > 1 Case

of cone is carried farther by the dominating characteristic root of the principal symbol of
the operator P in (5.1.5). So, the constant c is determined by the characteristic roots as

c = sup
{
|τk(t, x, ξ)|ω(x)−1 : k = 1, . . . ,m

}
, (5.6.1)

where supremum is taken over the set {(t, x, ξ) ∈ [0, T ]× Rn
x × Rn

ξ : |ξ| = 1}. Note that
the speed of growth of the cone increases as |x| increases since ω is monotone increasing
function of |x|. In the following we prove the cone condition for the Cauchy problem
(5.1.5).

Proposition 5.6.1. The Cauchy problem (5.1.5) has a cone dependence, that is, if

f
∣∣
K(x0,t0)

= 0, fi
∣∣
K(x0,t0)∩{t=0} = 0, i = 1, . . . ,m (5.6.2)

then
u
∣∣
K(x0,t0)

= 0, (5.6.3)

provided that c is as in (5.6.1).

Proof. Consider t0 > 0, c > 0 and assume that (5.6.2) holds. We define a set of operators
Pε(t, x, ∂t, Dx), 0 ≤ ε ≤ ε0 by means of the operator P (t, x, ∂t, Dx) in (5.1.5) as follows

Pε(t, x, ∂t, Dx) = P (t+ ε, x, ∂t, Dx), t ∈ [0, T − ε0], x ∈ Rn,

and ε0 < T − t0, for a fixed and sufficiently small ε0. For these operators we consider
Cauchy problems

Pεvε = f, t ∈ [0, T − ε0], x ∈ Rn (5.6.4)
∂k−1
t vε(0, x) = fk(x), k = 1, . . . ,m. (5.6.5)

Note that vε(t, x) = 0 in K(x0, t0) and vε satisfies the a priori estimate (5.1.9) for all
t ∈ [0, T − ε0]. Further, we have

Pε1(vε1 − vε2) = (Pε2 − Pε1)vε2 , t ∈ [0, T − ε0], x ∈ Rn (5.6.6)
∂k−1
t (vε1 − vε2)(0, x) = 0, k = 1, . . . ,m. (5.6.7)

For the sake of simplicity we denote bj,α(t, x), the coefficients of lower order terms, as aj,α
for j + |α| < m. Substituting s− e for s in the a priori estimate, we obtain

m−1∑
j=0

‖∂jt (vε1 − vε2)(t, ·)‖Φ,k;s+(m−2−j)e,Λ(t),σ

≤ C

∫ t

0

‖(Pε2 − Pε1)vε2(τ, ·)‖Φ,k;s−e,Λ(τ),σ dτ

≤ C

∫ t

0

∑
j+|α|≤m
j<m

‖(aj,α(τ + ε1, x)− aj,α(τ + ε2, x))∂
j
tD

α
xvε2(τ, ·)‖Φ,k;s−e,Λ(τ),σ dτ.

(5.6.8)
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5.6. Anisotropic Cone Condition

Using the Taylor series approximation, we have

|aj,α(τ + ε1, x)− aj,α(τ + ε2, x)| =
∣∣∣ ∫ τ+ε1

τ+ε2

(∂taj,α)(r, x)dr
∣∣∣

≤ ω(x)m−j
∣∣∣ ∫ τ+ε1

τ+ε2

dr

rq

∣∣∣
≤ ω(x)m−j|Eq(τ, ε1, ε2)|,

where
Eq(τ, ε1, ε2) =

1

q − 1

(τ + ε1)
q−1 − (τ + ε2)

q−1

((τ + ε2)(τ + ε1))q−1

Note that Eq(τ, ε, ε) = 0. Then right-hand side of the inequality in (5.6.8) is dominated
by

C

∫ t

0

|Eq(τ, ε1, ε2)|
m−1∑
j=0

‖(∂jt vε2)(τ, ·)‖Φ,k;s+(m−1−j)e,Λ(τ),σ dτ,

where C is independent of ε. By definition, Eq is L1-integrable in τ .
The sequence vεk , k = 1, 2, . . . corresponding to the sequence εk → 0 is in the space

m−1⋂
j=0

Cm−1−j
(
[0, T ∗];H

s+(m−2−j)e,Λ(t),σ
Φ,k

)
, T ∗ > 0

and u = lim
k→∞

vεk in the above space and hence, in D′(K(x0, t0)). In particular,

〈u, ϕ〉 = lim
k→∞

〈vεk , ϕ〉 = 0, ∀ϕ ∈ D(K(x0, t0)).

gives (5.6.3) and completes the theorem.
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Chapter 6

Very Strong Blow-up

In many circumstances in modern analysis, contrary to the usual point of view, the
operation of integration proves a much simpler one than the operation of
derivation.

— Hadamard

The goal of this chapter is to establish global well-posedness and loss of regularity
for singular hyperbolic equations with coefficients having very strong blow-up rate in
time and polynomial growth in space. In the previous chapters we dealt with mild,
logarithmic and strong blow-up. In this chapter we deal with blow-up rate given by
p ∈

[
0, 1

2

)
, q ∈

(
1, 3

2

)
in Definition 1.2.3.

6.1 Introduction and Statement of Main Result

Let us consider a prototypical strictly hyperbolic Cauchy problem:
∂2t u− a(t, x)∂2xu+

1∑
j,l=0
j+l≤1

bj,l(t, x)∂
j
x∂

l
tu = f(t, x), (t, x) ∈ (0, T ]× R,

u(0, x) = f1(x), ∂tu(0, x) = f2(x).

(6.1.1)

The operator coefficients are in L1 ((0, T ];C∞(R)) ∩ C1 ((0, T ];C∞(R)) and the singular
behavior of the above Cauchy problem is described by the following estimates

|∂βx∂ta(t, x)| ≤ C
(1)
β ω(x)2Φ(x)−|β| 1

tq
,

|∂βxa(t, x)| ≤ C
(2)
β ω(x)2Φ(x)−|β| 1

tp
,

|∂βx bj,l(t, x)| ≤ C
(3)
β ω(x)jΦ(x)−|β| 1

tr
,


(6.1.2)

with β ∈ N0, C
(i)
β > 0, i = 1, 2, 3, q ∈ (1,∞), p ∈ [0, 1), p ≤ q − 1 and r ∈ [0, 1). The

functions ω(x) and Φ(x) are positive monotone increasing in |x| such that 1 ≤ ω(x) ≲
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Chapter 6. Very Strong Blow-up

Φ(x) ≲ 〈x〉 = (1 + |x|2)1/2. They specify the structure of the differential equation in the
space variable.

An example of a coefficient a(t, x) satisfying (6.1.2) is given below.

Example 6.1.1. Let T = 1, κ1 ∈ [0, 1] and κ2 ∈ (0, 1] such that κ1 ≤ κ2. Then,

a(t, x) = 〈x〉2κ1
(
2 + cos〈x〉1−κ2

)( 1

t1/4

(
2 + sin

(
1

t1/8

)))
satisfies the estimates (6.1.2) for ω(x) = 〈x〉κ1, Φ(x) = 〈x〉κ2 , p = 1

4
, q = 11

8
. The example

shows that singular coefficients can also have infinitely many oscillations near t = 0.

Figure 6.1: Behavior w.r.t time variable for the Example 6.1.1

Colombini et al. [15] considered the Cauchy problem (6.1.1) with operator coefficients
independent of x and singular behavior prescribed by the parameters p ∈ [0, 1), q ∈ (1,∞)
and r = 0. They report well-posedness in Gevrey space Gs, 1 ≤ s < q−p

q−1
, with infinite

loss of derivatives. In the previous chapter we studied the case of p = 0, q ∈
(
1, 3

2

)
and

r = 0 with generic structure functions ω and Φ in (6.1.2) and report infinite loss of both
derivatives and decay.

In this chapter our interest is in the operator coefficients with polynomial growth in
x and very strong blow-rate. In particular, our interest is p ∈

[
0, 1

2
), q ∈

(
1, 3

2

)
, p ≤

q − 1, r ∈ [0, 1) and polynomial growth in x prescribed by ω(x),Φ(x) in (6.1.2).
In order to microlocally compensate the infinite loss of regularity, we conjugate a first

order system related to the Cauchy problem by a loss operator which is an infinite order
pseudodifferential operator of the form

eΛ(t)Θ(x,Dx). (6.1.3)

Here Λ ∈ C([0, T ]) and the symbol of the operator Θ(x,Dx) is given by h(x, ξ)−1/σ =
(Φ(x)〈ξ〉k)1/σ where h(x, ξ) is the Planck function related to the metric gΦ,k in (2.1.2)
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6.1. Introduction and Statement of Main Result

and 3 ≤ σ < (q − p)/(q − 1). The operator Θ(x,Dx) explains the quantity of the loss by
linking it to the metric on the phase space and the singular behavior while Λ(t) gives a
scale for the loss.

Our methodology relies upon two important techniques: the subdivision of the ex-
tended phase space into two regions and conjugation by a loss operator. Both these
techniques result in the change of the metric governing the operator where the new met-
ric is conformally equivalent to the one in (2.1.2). As seen in (6.4.3), the characteristic
roots corresponding to the operator P showcase a stronger singular behavior compared
to the principal symbol. Due to the subdivision of the phase space, this results in the
change of the metric as demonstrated in Lemma 6.4.1. This metric is of the form

g̃
(1)
Φ,k = (Φ(x)〈ξ〉k)2δ

′
gΦ,k, (6.1.4)

where δ′ = p
q−p . On the other hand, Theorem 5.3.1 in the previous chapter suggests that

the conjugation by the loss operator changes the metric to
g̃
(2)
Φ,k = (Φ(x)〈ξ〉k)2/σgΦ,k. (6.1.5)

As our approach to establish well-posedness is based on the energy estimates, we consider
the metric g̃

(2)
Φ,k = g̃

(1)
Φ,k ∨ g̃

(2)
Φ,k for the application of the sharp Gårding inequality [43,

Theorem 18.6.14].
We report that the solution experiences an infinite loss of regularity index in relation

to the initial datum in Sobolev spaces Hs,ε,σ
Φ,k (Rn)

(
σ > 2, ε ≥ 0, s = (s1, s2) ∈ R2

)
that

are defined in Section 5.1.1 of the previous chapter.

6.1.1 Main Result
Let us generalize the problem in (6.1.1) and consider{

P (t, x, ∂t, Dx)u(t, x) = f(t, x), Dx = −i∇x, (t, x) ∈ (0, T ]× Rn,

u(0, x) = f1(x), ∂tu(0, x) = f2(x),
(6.1.6)

with the strictly hyperbolic operator P (t, x, ∂t, Dx) = ∂2t + b0(t, x)∂t + a(t, x,Dx) +
b(t, x,Dx) where

a(t, x, ξ) =
n∑

i,j=1

ai,j(t, x)ξiξj and b(t, x, ξ) = i

n∑
j=1

bj(t, x)ξj + bn+1(t, x). (6.1.7)

Here, the matrix (ai,j(t, x)) is real symmetric for all (t, x) ∈ (0, T ]×Rn, ai,j ∈ L1((0, T ];C∞(Rn))∩
C1((0, T ];C∞(Rn)) and bj ∈ L1((0, T ];C∞(Rn)). We have the following assumptions on
a(t, x, ξ), b(t, x, ξ) and bj(t, x), j = 0, n+ 1 :

a(t, x, ξ) ≥ C0ω(x)
2〈ξ〉2k, C0 > 0,

|∂αξ ∂βxa(t, x, ξ)| ≤ C |α|+|β|α!(β!)σ
1

tp
ω(x)2Φ(x)−|β|〈ξ〉2−|α|

k ,

|∂αξ ∂βx∂ta(t, x, ξ)| ≤ C |α|+|β|α!(β!)σ
1

tq
ω(x)2Φ(x)−|β|〈ξ〉2−|α|

k ,

|∂αξ ∂βx b(t, x, ξ)| ≤ C |α|+|β|α!(β!)σ
1

tr
ω(x)Φ(x)−|β|〈ξ〉1−|α|

k ,

|∂βx bj(t, x)| ≤ C |β|(β!)σ
1

tr
Φ(x)−|β|, j = 0, n+ 1,


(6.1.8)
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q ∈
(
1, 3

2

)
, p ≤ q − 1, p ∈

[
0, 1

2

)
, r ∈

[
0, 1
)
, 3 ≤ σ < (q − p)/(q − 1) and (t, x, ξ) ∈

[0, T ]× Rn × Rn. Note that C > 0 is a generic constant.
We now state the main result of this chapter. Let e = (1, 1).

Theorem 6.1.1. Consider the strictly hyperbolic Cauchy problem (6.1.6) satisfying the
conditions in (6.1.8). Let the initial data fj belong to H

s+(2−j)e,Λ1,σ
Φ,k and the right hand

side f ∈ C([0, T ];Hs,Λ2,σ
Φ,k ), Λj > 0, j = 1, 2. Then, there exist a continuous function Λ(t)

and positive constants Λ0 and δ∗, such that there is a unique solution

u ∈ C
(
[0, T ];H

s+e,Λ(t),σ
Φ,k

)⋂
C1
(
[0, T ];H

s,Λ(t),σ
Φ,k

)
,

for Λ(t) < Λ∗ = min{Λ0,Λ1,Λ2}. More specifically, the solution satisfies an a priori
estimate

1∑
j=0

‖∂jtu(t, ·)‖Φ,k;s+(1−j)e,Λ(t),σ

≤ C

(
2∑
j=1

‖fj‖Φ,k;s+(2−j)e,Λ(0),σ +

∫ t

0

‖f(τ, ·)‖Φ,k;s,Λ(τ),σ dτ

) (6.1.9)

where 0 ≤ t ≤ T ≤ (δ∗Λ∗/λ)1/δ
∗
, C = Cs > 0 and Λ(t) = λ

δ∗

(
T δ

∗ − tδ
∗) for a sufficiently

large λ.

Remark 6.1.1. Observe that we have 3 ≤ σ < (q− p)/(q− 1) where as in [15, Theorem
2], it is 1 ≤ σ < (q − p)/(q − 1). The increase in the lower bound for σ is due to
the application of sharp Gårding inequality in our context that dictates σ ≥ 3. This is
discussed in Section 6.4.3. Due to this increment in σ, we have q ∈

(
1, 3

2

)
.

6.2 Subdivision of the Phase Space

We subdivide the extended phase space J = [0, T ] × Rn × Rn, where T > 0, into two
regions using the Planck function h(x, ξ) = (Φ(x)〈ξ〉k)−1 of the metric gΦ,k in (2.1.2).
We use these regions in the proof of Theorem 6.1.1 (see Section 6.4.1) to handle the low
regularity in t. To this end we define the time splitting point tx,ξ, for a fixed (x, ξ), as
the solution to the equation

tq−p = Nh(x, ξ),

where N is the positive constant chosen appropriately later. Since 3 ≤ σ < q−p
q−1

, we
consider δ ∈ (0, 1) such that

1

σ
=
q − 1 + δ

q − p
. (6.2.1)

Implying

γ := 1− 1

σ
=

1− δ − p

q − p
. (6.2.2)
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Using tx,ξ and (6.2.2) we define the interior region

Zint(N) = {(t, x, ξ) ∈ J : 0 ≤ t ≤ tx,ξ, |x|+ |ξ| > N}
= {(t, x, ξ) ∈ J : t1−δ−p ≤ Nγh(x, ξ)γ, |x|+ |ξ| > N}

(6.2.3)

and the exterior region

Zext(N) = {(t, x, ξ) ∈ J : tx,ξ < t ≤ T, |x|+ |ξ| > N}
= {(t, x, ξ) ∈ J : t1−δ−p > Nγh(x, ξ)γ, |x|+ |ξ| > N}.

(6.2.4)

We use these regions to define the parameter dependent global symbol classes in Section
6.3.

6.3 Parameter Dependent Global Symbol Classes

We now define certain parameter dependent global symbols that are associated with the
study of the Cauchy problem (6.1.6). Let m = (m1,m2) ∈ R2. Consider the metrics gΦ,k,
g̃
(1)
Φ,k and g̃(2)Φ,k as in (2.1.2) (6.1.4) and (6.1.5). These metrics can be related to the metrics

of the form (2.1.3) where (ρ, ρ̃) are ((1, 0), (1, 0)), ((1− p/(q − p), p/(q − p)), (1− p/(q −
p), p/(q − p))) and ((1− 1/σ, 1/σ), (1− 1/σ, 1/σ)).

Definition 6.3.1. Gm1,m2(ω, gρ,ρ̃Φ,k) is the space of all functions a ∈ C∞(R2n) satisfying

|∂αξDβ
xa(x, ξ)| ≤ Cαβ〈ξ〉m1−ρ1|α|+ρ2|β|

k ω(x)m2Φ(x)−ρ̃1|β|+ρ̃2|α| (6.3.1)

Since gΦ,k ≤ g̃
(1)
Φ,k ≤ g̃

(2)
Φ,k, we have

Gm1,m2(ω, gΦ,k) ⊂ Gm1,m2(ω, g̃
(1)
Φ,k) ⊂ Gm1,m2(ω, g̃

(2)
Φ,k).

Let µ ≥ 1 and ν ≥ 1.

Definition 6.3.2. AGm1,m2
µ,ν (ω, gρ,ρ̃Φ,k) is the space of all functions a ∈ C∞(R2n) satisfying

(6.3.1) with Cαβ = C |α|+|β|(α!)µ(β!)ν for some C > 0.

Definition 6.3.3. AGm1,m2
σ (ω, gρ,ρ̃Φ,k) is the space of all functions a ∈ C∞(R2n) satisfying

(6.3.1) when h(x, ξ) ≤ C1|α|−σ with Cαβ = C
|α|+|β|
2 (α!)(β!)σ for some positive constants

C1, C2 > 0

We denote the set of operators with symbols in Gm1,m2(ω, gρ,ρ̃Φ,k) and AGm1,m2
σ (ω, gρ,ρ̃Φ,k)

by OPGm1,m2(ω, gρ,ρ̃Φ,k) and OPAGm1,m2
σ (ω, gρ,ρ̃Φ,k), respectively. As far as the calculi of these

pseudodifferential operators are concerned we refer to Sections A.2 and A.3 of Appendix
A.

In our analysis, we require the following conjugation result.

Proposition 6.3.1. Let eΛ(t)Θ(x,Dx) be as in (6.1.3) and a(x, ξ) ∈ AGm1,m2
σ,σ (ω, g̃

(1)
Φ,k).

Then, there exists Λ0 > 0 such that for Λ(t) > 0 with Λ(t) < Λ0,

eΛ(t)Θ(x,Dx)a(x,Dx)e
−Λ(t)Θ(x,Dx) = a(x,Dx) +

3∑
j=1

r
(j)
Λ (t, x,Dx)
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where the symbols of r(j)Λ (t, x,Dx) for j = 1, 2, 3 are in C([0, T ];AG−∞,1
σ,σ (ωm2Φ−γ, g̃

(2)
Φ,k)),

C([0, T ];AGm1−γ,−∞
σ,σ (ω, g̃

(2)
Φ,k)), and C([0, T ];AG−∞,−∞

σ,σ (ω, g̃
(2)
Φ,k)), respectively.

Proof. Noting the fact that g̃(1)Φ,k ≤ g̃
(2)
Φ,k, the proof follows in similar lines to Theorem

5.3.1 in the previous chapter.

Observe that the derivatives of
√
a(t, x, ξ), characteristic roots of operator P in (6.1.6)

show stronger singular behavior compared to a(t, x, ξ) due to the singularity. Thus, to
handle the singular behavior of the characteristics, we have the following symbol classes.

Definition 6.3.4. AGm1,m2
σ {l; δ1}(1)N (ω, gρ,ρ̃Φ,k) for l ∈ R and δ1 ∈ [0, 1)is the space of all

functions a ∈ C1((0, T ];Gm1,m2(ω, gρ,ρ̃Φ,k)) satisfying

|∂αξDβ
xa(t, x, ξ)| ≤ C |α|+|β|α!(β!)σ〈ξ〉m1−ρ1|α|+ρ2|β|

k ω(x)m2Φ(x)−ρ̃1|β|+ρ̃2|α|
(
1

t

)δ1l
, (6.3.2)

for all (t, x, ξ) ∈ Zint(N) and for some C > 0 where α, β ∈ Nn
0 .

Definition 6.3.5. AGm1,m2
σ {l1, l2, l3; δ1, δ2}(2)N (ω, gρ,ρ̃Φ,k) for l1.l3 ∈ R, l2 ∈ {0, 1} and δ1 ∈

[0, 1), δ2 ∈ (1, 3/2) is the space of all functions a ∈ C1((0, T ];Gm1,m2(ω, gρ,ρ̃Φ,k)) satisfying

|∂αξDβ
xa(t, x, ξ)| ≤ C |α|+|β|α!(β!)σ〈ξ〉m1−ρ1|α|+ρ2|β|

k ω(x)m2

Φ(x)−ρ̃1|β|+ρ̃2|α|
(
1

t

)δ1(l1+l2(|α|+|β|))+δ2l3 (6.3.3)

for all (t, x, ξ) ∈ Zext(N) and for some Cαβ > 0 where α, β ∈ Nn
0 .

Given a t-dependent global symbol a(t, x, ξ), we can associate a pseudodifferential
operator Op(a) = a(t, x,Dx) to a(t, x, ξ) by the following oscillatory integral

a(t, x,Dx)u(t, x) =

∫∫
R2n

ei(x−y)·ξa(t, x, ξ)u(t, y)dyđξ

= (2π)−n
∫
Rn

eix·ξa(t, x, ξ)û(t, ξ)đξ,

where đξ = (2π)−ndξ and û is the Fourier transform of u in the space variable. The
calculus for the operators with symbols of form a(t, x, ξ) = a1(t, x, ξ) + a2(t, x, ξ) such
that

a1 ∈ AGm̃1,m̃2
σ {l̃; δ1}(1)N1

(ω, gρ,ρ̃Φ,k),

a2 ∈ AGm1,m2
σ {l1, l2, l3; δ1, δ2}(1)N2

(ω, gρ,ρ̃Φ,k),

for N1 ≥ N2, can be readily built by following the similar standard arguments given in
Sections A.2 and A.3 of Appendix A.
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6.4 Global Well-Posedness

In this section, we give a proof of the main result, Theorem 6.1.1. There are three key
steps in the proof. First, we factorize the operator P (t, x, ∂t, Dx). To this end, we begin
with modifying the coefficients of the principal part by performing an excision so that
the resulting coefficients are regular at t = 0. Second, we reduce the original Cauchy
problem to a Cauchy problem for a first order system (with respect to ∂t). Lastly, using
sharp Gårdings inequality we arrive at L2 well-posedness of a related auxiliary Cauchy
problem, which gives well-posedness of the original problem in the Sobolev spaces Hs,ε,σ

Φ,k .

6.4.1 Factorization

Consider the operator a(t, x,Dx) defined in (6.1.6). We modify its symbol a(t, x, ξ) in
Zint(2), by defining

ã(t, x, ξ) = ϕ(tΦ(x)〈ξ〉k)ω(x)2〈ξ〉2k + (1− ϕ(tΦ(x)〈ξ〉k))a(t, x, ξ) (6.4.1)

for ϕ ∈ C∞(R) , 0 ≤ ϕ ≤ 1 , ϕ = 1 in [0, 1] , ϕ = 0 in [2,+∞). Note that (a − ã) ∈
AG2,2

σ {1; p}int,2(ω, gΦ,k) and (a− ã) ∼ 0 in Zext(2). This implies that tp(a− ã) for t ∈ [0, T ]
is a bounded and continuous family in AG2,2

σ (ω, gΦ,k). Observe that a− ã is L1 integrable
in t, i.e., ∫ T

0

|(a− ã)(t, x, ξ)|dt ≤ κ′0ω(x)
2〈ξ〉2k

∫ (2/Φ(x)⟨ξ⟩k)1/(q−p)

0

1

tp
dt

≤ (Φ(x)〈ξ〉k)2−(1−p)/(q−p).

(6.4.2)

as ω(x) ≲ Φ(x).
Let τ(t, x, ξ) =

√
ã(t, x, ξ). Denote the indicator functions for the regions Zint(N1)

and Zext(N2) by χ1(N1) and χ2(N2), respectively. It is easy to note that

i) τ(t, x, ξ) is Gω-elliptic symbol of order (1, 1) i.e. there is C > 0 such that for all
(t, x, ξ) ∈ [0, T ]× Rn × Rn we have

|τ(t, x, ξ)| ≥ Cω(x)〈ξ〉k.

ii) τ ∈ AG1,1
σ {0; 0}(1)1 (ω, gΦ,k) + AG1,1

σ {1/2, 1, 0; p, 0}(2)1 (ω, gΦ,k). More precisely, for
|α|+ |β| > 0,

|τ(t, x, ξ)| ≤ C0ω(x)〈ξ〉k
(
χ1(1) + χ2(1)t

−p/2) ,
|∂αξDβ

xτ(t, x, ξ)| ≤ Cαβω(x)Φ(x)
−|β|〈ξ〉1−|α|

k

(
χ1(1) + χ2(1)t

−p(|α|+|β|)) .
}

(6.4.3)

iii) ∂tτ is such that for |α|+ |β| > 0 we have

|∂tτ(t, x, ξ)| ∼ 0 in Zint(1),

|∂tτ(t, x, ξ)| ≤ C0 ω(x)〈ξ〉k
(
χ1(2)ω(x)〈ξ〉kt−p + χ2(1)t

−q) ,
|∂αξ Dβ

x∂tτ(t, x, ξ)| ≤ Cαβω(x)Φ(x)
−|β|〈ξ〉1−|α|

k

(
χ1(2)ω(x)〈ξ〉k + χ2(1)t

−q) t−p(|α|+|β|).
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By the definition of the time splitting point and the subdivision of the phase space,
we see that

|∂tτ(t, x, ξ)| ∼ 0 in Zint(1),

|∂αξDβ
x∂tτ(t, x, ξ)| ≤ Cαβχ1(2)ω(x)Φ(x)

−|β|〈ξ〉1−|α|
k t−qt−p(|α|+|β|),

}
for |α|+ |β| ≥ 0. Hence, ∂tτ ∼ 0 in Zint(1) and ∂tτ ∈ AG1,1

σ {0, 1, 1; p, q}(2)1 (ω, gΦ,k).

From the above properties of τ and by the definition of ã in (6.4.1), we have the
following two lemmas.
Lemma 6.4.1. Let g̃(1)Φ,k) be as in (6.1.4) and δ as in (6.2.2). Then,

i) τ ∈ L∞
(
[0, T ];AG

1+δ′/2,1
σ (ωΦδ′/2, g̃

(1)
Φ,k)
)

,

ii) t1−
p
2 τ ∈ C

(
[0, T ];AG1,1

σ (ω, g̃
(1)
Φ,k)
)

,

iii) τ−1 ∈ C
(
[0, T ];AG−1,−1

σ (ω, g̃
(1)
Φ,k)
)
,

iv) t1−δ∂tτ ∈ C
(
[0, T ];AG

1+1/σ,1
σ (ωΦ1/σ, g̃

(1)
Φ,k)
)
.

Proof. The first claim follows from (6.4.3) and the observation that in Zext(1)(
1

t

)p
≤
(
Φ(x)〈ξ〉k

N

)p/(q−p)
, (6.4.4)

while the second and third claims are straight forward consequences of (6.4.3) and (6.4.4).
The fourth claim follows from (6.4.4) and the following estimate in Zext(1)

1

tq
=

1

t1−δ
1

t(q−p)/σ
≤ 1

t1−δ

(
Φ(x)〈ξ〉k

N

)1/σ

.

Lemma 6.4.2. Let δ be as in (6.2.2). Then,

i) t1−δ(a(t, x,Dx)− ã(t, x,Dx)) ∈ C
(
[0, T ];OPAG

1+1/σ,1+1/σ
σ (ω, gϕ,k)

)
,

ii) ã(t, x,Dx)− τ(t, x,Dx)
2 ∈ L∞

(
[0, T ];OPAG1,1

σ (ω, g̃
(1)
Φ,k)
)
,

iii) trb(t, x,Dx) ∈ C
(
[0, T ];OPAG1,1

σ (ω, gϕ,k)
)

Proof. The proof is a consequence of the fact that in Zint(2)

|∂βx∂αξ (a− ã)(t, x, ξ)| ≤ Cαβχ1(2)ω(x)
2Φ(x)−|β|〈ξ〉2−|α|

k

1

tp

≤ Cαβχ1(2)ω(x)
1+1/σΦ(x)−|β|〈ξ〉1+1/σ−|α|

k (Φ(x)〈ξ〉k)
1−1/σ 1

tp

≤ Cαβχ1(2)ω(x)
1+1/σΦ(x)−|β|〈ξ〉1+1/σ−|α|

k

1

t1−δ−p
1

tp

≤ Cαβχ1(2)ω(x)
1+1/σΦ(x)−|β|〈ξ〉1+1/σ−|α|

k

1

t1−δ
.
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The second and third claims follow directly from the definitions of ã(t, x,Dx) and b(t, x,Dx).

Let us define δ∗ > 0 as
δ∗ = min{δ, 1− r, 1− p}. (6.4.5)

We are interested in the factorization of the operator P (t, x, ∂t, Dx). This leads to

P = (∂t − iτ(t, x,Dx))(∂t + iτ(t, x,Dx)) + b0(t, x)∂t + (a− ã+ a1)(t, x,Dx)

where the operator a1(t, x,Dx) is such that, for t ∈ [0, T ],

a1 = −i[∂t, τ ] + ã− τ 2 + b and t1−δ
∗
a1(t, x,Dx) ∈ OPAG1+1/σ,1

σ (ωΦ1/σ, g̃
(1)
Φ,k).

6.4.2 Reduction to First Order Pseudodifferential System
We will now reduce the operator P to an equivalent first order 2 × 2 pseudodifferential
system. The procedure is similar to the one used in Chapter 3. To achieve this, we
introduce the change of variables U = U(t, x) = (u1(t, x), u2(t, x))

T , where{
u1(t, x) = (∂t + iτ(t, x,Dx))u(t, x),

u2(t, x) = ω(x)〈Dx〉ku(t, x)−H(t, x,Dx)u1,
(6.4.6)

and the operator H with the symbol σ(H)(t, x, ξ) is such that

σ(H)(t, x, ξ) = − i

2
ω(x)〈ξ〉k

(
1− ϕ

(
tΦ(x)〈ξ〉k/3

))
τ(t, x, ξ)

.

Note that by the definition of H, supp σ(H) ∩ supp σ(a− ã) = ∅ and we have

σ(2iH(t, x,Dx) ◦ τ(t, x,Dx)) ∼ 0, in Zint(3),

σ(2iH(t, x,Dx) ◦ τ(t, x,Dx)) = ω(x)〈ξ〉k(1 + σ(K1)), in Zext(3),

where σ(K1) ∈ AG−1,−1
σ {0; p}(1)6 (ω, gΦ,k) + AG−1,−1

σ {2, 1, 0; p, q}(2)3 (ω, gΦ,k). Then, the
equation Pu = f is equivalent to the first order 2× 2 system :

LU = (∂t −D + A0 + A1)U = F,

U(0, x) = (f2 + iτ(0, x,Dx)f1,Φ(x)〈Dx〉f1)T ,
(6.4.7)

where

F = (f(t, x),−H(t, x,Dx)f(t, x))
T ,

D = diag(iτ(t, x,Dx),−iτ(t, x,Dx)),

A0 =

(
B0H B0

−HB0H HB0

)
=

(
R1 B0

−R3 R2

)
,

A1 =

(
B1H +B3 B1 +B4

B2 −HB3 i[M, τ ]M−1 −H(B1 +B4)

)
.

107
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The operators M,M−1, B0, B1 and B2 are as follows

M = ω(x)〈Dx〉k, M−1 = 〈Dx〉−1
k ω(x)−1,

B0 = (a(t, x,Dx)− ã(t, x,Dx))〈Dx〉−1
k ω(x)−1,

B1 = (−i∂tτ(t, x,Dx) + ã(t, x,Dx)− τ(t, x,Dx)
2 + b(t, x,Dx))〈Dx〉−1

k ω(x)−1,

B2 = 2iHτ −M + i[M, τ ]M−1H + i[τ,H]−HB1H + ∂tH

B3 = b0(1− iλM−1H), B4 = ib0λM
−1.

Here b0 = b0(t, x) is as in (6.1.6). By the definition of operator H, we have B0H =
R1, HB0 = R2, HB0H = R3 for Rj ∈ G−∞,−∞(ω, gΦ,k), j = 1, 2, 3, and the operator
2iHτ −M is such that

σ(2iHτ −M) =

{
−ω(x)〈ξ〉k, in Zint(3),

ω(x)〈ξ〉kσ(K1), in Zext(3).

Since 2p ≤ q, we have

AG0,0
σ {2, 1, 0; p, q}(2)N (ω, gΦ,k) ⊂ AG0,0

σ {0, 1, 1; p, q}(2)N (ω, gΦ,k).

The symbols of operators D, A0 and A1 are in the following symbol classes

σ(D) ∈ AG1,1
σ {0; 0}(1)2 (ω, gΦ,k) + AG1,1

σ {1, 1, 0; p, 0}(2)1 (ω, gΦ,k)

σ(A0) ∈ AG1,1
σ {1; p}(1)2 (ω, gΦ,k) + AG−∞,−∞

σ {0, 0, 0; 0, 0}(2)3 (ω, gΦ,k),

σ(A1) ∈ AG1,1
σ {0; 0}(1)6 (ω, gΦ,k) + AG0,0

σ {1; r}(1)1 (ω, gΦ,k)

+ AG0,0
σ {0, 1, 1; p, q}(2)1 (ω, gΦ,k)


(6.4.8)

and thus, by Lemmas 6.4.1 - 6.4.2 and the choice of δ∗ as in (6.4.5),

t1−δ
∗
σ(A0(t)) ∈ C

(
[0, T ];AG1/σ,1/σ

σ (ω, gΦ,k)
)
,

t1−δ
∗
σ(A1(t)) ∈ C

(
[0, T ];AG1/σ,1/σ

σ (ω, g̃
(1)
Φ,k

)
.

 (6.4.9)

As gΦ,k) ≤ g̃
(1)
Φ,k) ≤ g̃

(2)
Φ,k), from (6.4.9) we have

t1−δ
∗
σ(A0(t)), t

1−δ∗σ(A1(t)) ∈ C
(
[0, T ];AG1/σ,1/σ

σ (ω, g̃
(2)
Φ,k

)
. (6.4.10)

Let us choose λ > 0 as large as possible so that

|σ(A0(t))|+ |σ(A1(t))| ≤
λ

t1−δ∗
(Φ(x)〈ξ〉k)1/σ. (6.4.11)

6.4.3 Energy Estimate
In this section, we prove the estimate (6.1.9). Note that it is sufficient to consider the
case s = (0, 0) as the operator Φ(x)s2〈D〉s1L〈D〉−s1Φ(x)−s2 , where s = (s1, s2) is the
index of the weighted Sobolev space, satisfies the same hypotheses as L.
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In the following, we establish some lower bounds for the operator D −A0 −A1. The
symbol d(t, x, ξ) of the operator D(t) +D∗(t) is such that

d ∈ AG0,0
σ {0; 0}(1)2 (ω, gΦ,k) + AG0,0

σ {1/2, 1, 0; p, q}(2)1 (ω, gΦ,k).

It follows from the definition of δ∗ and Lemma 6.4.1 that

t1−δ
∗
d ∈ C([0, T ];AG0,0

σ (ω, g̃
(1)
Φ,k).

Thus
2Re〈DU,U〉L2 ≥ − C1

t1−δ∗
〈U,U〉L2 , C1 > 0. (6.4.12)

To control lower order terms, we make the following change of variable

V (t, x) = eΛ(t)Θ(x,Dx)U(t, x), (6.4.13)

where Λ(t) = λ
δ∗
(T δ

∗−tδ∗) with λ as in (6.4.11), and the operator Θ(x,Dx) is as in (6.1.3).
From Corollary 5.3.4,

e±Λ(t)Θ(x,Dx)e∓Λ(t)Θ(x,Dx) = I +R(±)(t, x,Dx),

where for sufficiently large k the operators I + R(±)(t, x,Dx) are invertible. Let us de-
note the operators I + R(+)(t, x,Dx), I + R(−)(t, x,Dx) and e±Λ(t)Θ(x,Dx) by R(t, x,Dx),
R̃(t, x,Dx) and E(±)(t, x,Dx), respectively. Then, from (6.4.13),

U(t, x) = R(−)(t, x,Dx)e
−Λ(t)Θ(x,Dx)V (t, x) and ‖U(t)‖Φ,k;s,Λ(t),σ = ‖V (t)‖L2 .

Then Pu = f is equivalent to L1V = F1 where

L1 = ∂t −D +

(
B +

λ

t1−δ
Θ(x,Dx)

)
F1(t, x) = R−1E(+)R̃F (t, x) and the operator B (t, x,Dx) is given by

B = R−1E(+)
(
R̃
(
∂tR̃−1

)
+ R̃AR̃−1

)
E(−) −

(
R−1E(+)R̃DR̃−1E(−) −D

)
Observe that from Proposition 6.3.1 and from the Cauchy data given in conditions of
Theorem 6.1.1, we need Λ(t) < Λ∗ = min {Λ0,Λ1,Λ2}. This implies T <

(
δ∗

λ
Λ∗)1/δ∗ .

Then, we have t1−δ∗B ∈ C
(
[0, T ];OPAG

1
σ
e

σ {ω, g̃(2)Φ,k}
)
. Choosing λ sufficiently large, we

obtain

Re

〈(
λ

t1−δ∗
Θ(x,Dx) +B

)
V, V

〉
L2

≥ −C2‖V ‖L2 , C2 > 0. (6.4.14)

The above estimate is the result of application of sharp Gårding inequality, see [43, The-
orem 18.6.14] for the metric g̃(2)Φ,k with the Planck function (Φ(x)〈ξ〉k)

1
σ
−γ. It is important

to note that the application of sharp Gårding inequality requires σ ≥ 3.
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The estimate (6.1.9) on the solution u can be established by proving that the function
V (t, x) satisfies the a priori estimate

‖V (t)‖2L2 ≤ C

(
‖V (0)‖2L2 +

∫ t

0

‖F1(τ, ·)‖L2 dτ

)
, t ∈ [0, T ], C > 0. (6.4.15)

The Cauchy problem for the operator L1 is given by

∂tV (t, x) =

(
D − λ

t1−δ
Θ(x,Dx)−B

)
V (t, x) + F1(t, x),

V (0, x) = eΛ(0)Θ(x,Dx)U(0, x)

 (6.4.16)

Observe that

∂t‖V (t)‖2L2 =2Re〈∂tV, V 〉L2

=2Re〈DV, V 〉L2 − 2Re

〈(
λ

t1−δ
(Φ(x) 〈Dx〉k)

1/σ +B

)
V, V

〉
L2

+ 2Re〈F1, V 〉.

From (6.4.12) and (6.4.14) we have

d

dt
‖V (t)‖2L2 ≤

C

t1−δ∗
‖V (t)‖L2 + C ‖F1(t, ·)‖L2

Considering the above inequality as a differential inequality, we apply Gronwall’s lemma
and obtain that

‖V (t)‖2L2 ≤ C ′e
Tδ

∗

δ∗

(
‖V (0)‖2L2 +

∫ t

0

‖F1(τ, ·)‖2L2 dτ

)
This proves well-posedness of the Cauchy problem (6.4.16). Note that the solution U to
(6.4.7) belongs to C

(
[0, T ];H

s,Λ(t),σ
Φ,k

)
. Returning to our original solution u = u(t, x) we

obtain the estimate (6.1.9) with

u ∈ C([0, T ];H
s+e,Λ(t),σ
Φ,k ) ∩ C1([0, T ];H

s,Λ(t)σ
Φ,k ).

This concludes the proof.

6.5 Anisotropic Cone Condition

Existence and uniqueness follow from the a priori estimate established in the previous
section. It now remains to prove the existence of cone of dependence. Cone condition in
the case of very strong blow-up follows in similar lines to the one in Section 3.5.

Let us define a constant c∗ such that the quantity c∗ω(x)t−
p
2 dominates the charac-

teristic roots, i.e.,

c∗ = sup
{√

a(t, x, ξ)ω(x)−1t
p
2 : (t, x, ξ) ∈ [0, T ]× Rn

x × Rn
ξ , |ξ| = 1

}
, (6.5.1)
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where a(t, x, ξ) is as in (6.1.7).
In the following we prove the cone condition for the Cauchy problem (6.1.6). Let

K(x0, t0) denote the cone with the vertex (x0, t0):

K(x0, t0) = {(t, x) ∈ [0, T ]× Rn : |x− x0| ≤ c∗ω(x)(t0 − t)1−
p
2}.

Observe that the slope of the cone is anisotropic, that is, it varies with both x and t.

Proposition 6.5.1. The Cauchy problem (6.1.6) has a cone dependence, that is, if

f
∣∣
K(x0,t0)

= 0, fi
∣∣
K(x0,t0)∩{t=0} = 0, i = 1, 2, (6.5.2)

then
u
∣∣
K(x0,t0)

= 0. (6.5.3)

Proof. Consider t0 > 0, C∗ > 0 and assume that (6.5.2) holds. We define a set of
operators Pε(t, x, ∂t, Dx), 0 ≤ ε ≤ ε0 by means of the operator P (t, x, ∂t, Dx) in (6.1.6) as
follows

Pε(t, x, ∂t, Dx) = P (t+ ε, x, ∂t, Dx), t ∈ [0, T − ε0], x ∈ Rn,

and ε0 < T − t0, for a fixed and sufficiently small ε0. For these operators we consider
Cauchy problems

Pεvε = f, t ∈ [0, T − ε0], x ∈ Rn,

∂k−1
t vε(0, x) = fk(x), k = 1, 2.

Note that vε(t, x) = 0 in K(x0, t0) and vε satisfies an a priori estimate (6.1.9) for all
t ∈ [0, T − ε0]. Further, we have

Pε1(vε1 − vε2) = (Pε2 − Pε1)vε2 , t ∈ [0, T − ε0], x ∈ Rn,

∂k−1
t (vε1 − vε2)(0, x) = 0, k = 1, 2.

Since our operator is of second order, for the sake of simplicity we denote bj(t, x), the
coefficients of lower order terms, as a0,j(t, x), 1 ≤ j ≤ n, while b0(t, x) and bn+1(t, x) are
denoted as a1,0(t, x) and a0,0(t, x), respectively. Let ai,0(t, x) = 0, 2 ≤ i ≤ n. Substituting
s− e for s in the a priori estimate, we obtain

1∑
j=0

‖∂jt (vε1 − vε2)(t, ·)‖Φ,k;s−je,Λ(t),σ

≤ C

∫ t

0

‖(Pε2 − Pε1)vε2(τ, ·)‖Φ,k;s−e,Λ(τ),σ dτ

≤ C

∫ t

0

n∑
i,j=0

‖(ai,j(τ + ε1, x)− ai,j(τ + ε2, x))Dijvε2(τ, ·)‖Φ,k;s−e,Λ(τ),σ dτ,

(6.5.4)
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where D00 = I,D10 = ∂t, Di0 = 0, i ≥ 2, D0j = ∂xj , j 6= 0 and Dij = ∂xi∂xj , i, j 6= 0.
Using the Taylor series approximation in τ variable, we have

|ai,j(τ + ε1, x)− ai,j(τ + ε2, x)| =
∣∣∣ ∫ τ+ε1

τ+ε2

(∂tai,j)(r, x)dr
∣∣∣

≤ ω(x)2
∣∣∣ ∫ τ+ε1

τ+ε2

dr

rq

∣∣∣
≤ ω(x)2|E(τ, ε1, ε2)|,

where
E(τ, ε1, ε2) =

1

q − 1

(
(τ + ε1)

−q+1 − (τ + ε2)
−q+1

)
.

Note that ω(x) ≲ Φ(x) and E(τ, ε, ε) = 0. Then right-hand side of the inequality in
(6.5.4) is dominated by

C

∫ t

0

|E(τ, ε1, ε2)|‖vε2(τ, ·)‖Φ,k;s+e,Λ(τ),σ dτ,

where C is independent of ε. By definition, E is L1-integrable in τ .
The sequence vεk , k = 1, 2, . . . corresponding to the sequence εk → 0 is in the space

C
(
[0, T ∗];H

s,Λ(t),σ
Φ,k

)⋂
C1
(
[0, T ∗];H

s−e,Λ(t),σ
Φ,k

)
, T ∗ > 0,

and u = lim
k→∞

vεk in the above space and hence, in D′(K(x0, t0)). In particular,

〈u, ϕ〉 = lim
k→∞

〈vεk , ϕ〉 = 0, ∀ϕ ∈ D(K(x0, t0))

gives (6.5.3) and completes the theorem.

6.6 Discussion

In this chapter we have shown that, in general, the solution to a Cauchy problem with
coefficients showcasing very strong blow-up in t experience infinite loss of regulaty index
in relation to the Cauchy data defined in a Sobolev space. In the following we discuss
related issues.

How optimal is the L1 integrability condition on the lower order terms? The violation
of the condition may lead to nonuniqueness as demonstrated in Example 1.3.4. When
we have no singularity on top order terms and O(t−1) singularity on the lower terms, we
may encounter finite loss as seen Example 1.3.1 or even no loss as seen in Example 1.3.2.
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Discussion

“Bah! Do you know”, the Devil confided, “not even the best mathematicians on
other planets - all far ahead of yours - have solved it? Why, there is a chap on
Saturn - he looks something like a mushroom on stilts - who solves partial
differential equations mentally; and even he’s given up.”

— Arthur Porges, The Devil and Simon Flagg

In this chapter we give an overview of the main contributions of the this thesis, and
identify some interesting questions for future work.

7.1 Looking Back

Let us begin by summarizing the contributions and results of this thesis.

• In Chapter 1, we have come up with a scale for the blow-up. This scale is inspired
from the the classification of oscillations provided by Reissig [69, 50].

• In Chapter 2, we have outlined the methodology that we employ in our work. An
important feature of our methods (conjugation and subdivision of the extended
phase space) is their explicit dependence on the geometry of the phase space. The
methods rely the Planck function associated to the metric. This, from our limited
knowledge, is new in the literature.

• In chapters 3 - 6, we have addressed well-posedness and regularity results for varied
singular behavior in time and plolynomial growth in space.

• In Theorems 4.4.1 and 5.3.1, we establish that the conjugation changes the metric
governing the symbols arising after conjugation

• In Sections 1.3, 3.6 and 4.7, we have come up with some interesting examples of
singular hyperbolic Cauchy problems displaying zero, finite and infinite loss, in fact,
we also give an example for nonuniqueness.
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7.2 Looking Ahead

Let us now summarise some interesting open issues which are related to the work pre-
sented in this thesis:

• In Section 5.1.1, we have defined the spaces Mσ
Φ,k(Rn), σ ≥ 3. It would be inter-

esting to carry out a topological study these function space.

• We have studied linear strictly hyperbolic equations in this thesis. One can also
pose the problem for nonlinear equation and study interaction between the singular
behavior in time and the nonlinearity in the global setting.

• In Chapter 1 we have outlined various approaches available in the literature to
characterize non-Lipschitzness. In this thesis, we have focused on the singular
behavior. It would be interesting to study singular hyperbolic Cauchy problems
whose coefficients are also log-Lipschitz or Hölder continuous. For example, see the
recent work of Del Santo and Prizzi [27].
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Appendix A

Pseudodifferential Operator Calculus

“But the whole wondrous complications of interference, waves, and all, result from
the little fact that x̂p̂− p̂x̂ is not quite zero.”

— Richard Feynman

In this appendix we give pseudodiffential operator calculi for the symbol classes arising
in the thesis.

A.1 Calculus for the Symbol Classes in Chapter 3

We give a calculus for the parameter dependent global symbol classes defined in Sec-
tion 3.3. The following two propositions give their relations to the symbol classes
Gm1,m2(ω, gρ,rΦ,k). Let N1 and N2 be positive real numbers such that N1 ≥ N2.

Proposition A.1.1. Let a = a(t, x, ξ) be a symbol with

a ∈ Gm′
1,m

′
2{0, 0; γ̃, 0}int,N1(ω, gΦ,k) +Gm1,m2{l1, l2, l3, l4; γ̃, δ}ext,N2(ω, gΦ,k).

Then, for m̃1 = max{m′
1,m1}, m̃2 = max{m′

2,m2} and for any ε > 0,

tl1+δl2a ∈ C
(
[0, T ];Gm̃1+ε,1(ω, gρ,ρ̃Φ,k)

)
.

Proof. The hypothesis of the proposition implies that∣∣Dβ
x∂

α
ξ a(t, x, ξ)

∣∣ ≤ Cα,β〈ξ〉
m′

1−|α|
k ω(x)m

′
2Φ(x)−|β| + Cα,β〈ξ〉m1−|α|

k ω(x)m2Φ(x)−|β|

× t−(l1+δ(l2+|β|))θ̃(t)l3+l4(|α|+|β|).
(A.1.1)

From the definition of the regions, one can observe that for any ε > 0

θ̃(t)l3+l4(|α|+|β|) ≤ (Φ(x)〈ξ〉k)ε,
t−δ|β| ≤ (Φ(x)〈ξ〉k)δ|β|.

(A.1.2)
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Hence,
tl1+δl2

∣∣Dβ
x∂

α
ξ a(t, x, ξ)

∣∣ ≤ Cα,β〈ξ〉m̃1+ε−|α|+δ|β|
k ω(x)m̃2Φ(x)ε−(1−δ)|β|.

Remark A.1.1. Consider ε, ε′ > 0 such that ε < ε′ < 1− δ. Let

a ∈ G0,0{0, 0; γ̃, 0}int,N(ω, gΦ,k) +G0,0{1, 0, l3, l4; γ̃, δ}ext,N(ω, gΦ,k),
b ∈ G0,0{0, 0; γ̃, 0}int,N(ω, gΦ,k) +G0,0{0, 1, l3, l4; γ̃, δ}ext,N(ω, gΦ,k).

Then, from (A.1.2), we have

a ∈ C
(
[0, T ];Gε′,1(Φε′ , g

(1,δ),(1−δ,0)
Φ,k )

)
,

b ∈ C
(
[0, T ];Gε,1(Φε, g

(1,δ),(1−δ,0)
Φ,k )

)
.

Let us consider an indicator function Ir : [0,∞) → {0, 1} defined as

Ir =

{
0, if r = 0

1, otherwise

and denote 1− Ir as Icr.

Proposition A.1.2. Let a = a(t, x, ξ) be a symbol with

a ∈ Gm′
1,m

′
2{l̃1, l̃2; γ̃, δ}int,N1(ω, gΦ,k) +Gm1,m2{0, 0, 0, 0; γ̃, 0}ext,N2(ω, gΦ,k),

and let

l̃ =


l2δ if l̃2 > 0

ε if l̃2 ≤ 0 and l̃1 > 0

0 if l̃1 ≤ 0 and l̃2 ≤ 0.

Then we have tl̃a ∈ C
(
[0, T ];Gm̃1,m̃2(ω, gΦ,k)

)
for m̃1 = max{m′

1,m1}, m̃2 = max{m′
2,m2}

and for any ε > 0.

Proof. The proposition follows by observing the following estimate∣∣Dβ
x∂

α
ξ a(t, x, ξ)

∣∣ ≤ Cα,β〈ξ〉
m′

1−|α|
k ω(x)m

′
2Φ(x)−|β|θ̃(t)l̃1I

c
|β|t−l̃2δI|β|

+ Cα,β〈ξ〉m1−|α|
k ω(x)m2Φ(x)−|β|.

(A.1.3)

Remark A.1.2. Suppose a ∈ G1,1{1, 1; γ̃, δ}int,N1 + G0,0{0, 0, 0, 0; γ̃, 0}ext,N2(ω, gΦ,k).
Then for any ε > 0 satisfying ε < 1− δ, we have t1−εa ∈ C ([0, T ];G1,1(ω, gΦ,k)) .

Remark A.1.3. Suppose a ∈ G1,1{0, 0; γ̃, 0}int,6(ω, gΦ,k)+G0,0{1, 0, 1, 1; γ̃, δ}ext,1(ω, gΦ,k)+
G0,0{0, 1, 2, 1; γ̃, δ}ext,3(ω, gΦ,k) ( as in (3.4.7)). Let 0 < ε < ε′ < 1− δ. In Zint(6),

ω(x)〈ξ〉k ≤ Φ(x)〈ξ〉k ≤
(
Φ(x)〈ξ〉k

)ε′ (6

t

)1−ε′

.
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Note that t1−ε
(

1
t
θ̃(t)1+|α|+|β|

)
≤ 1

tε′
≤
(
Φ(x)〈ξ〉k

)ε′ in Zext(1) while in Zext(3), we have

t1−ε
(

1
tδ
θ̃(t)2+(|α|+|β|)

)
≤ 1

tε
′ ≤

(
Φ(x)〈ξ〉k/3

)ε′
. Hence, by Proposition A.1.1, t1−εa ∈

C
(
[0, T ];Gε′,ε′(ω, g

(1,δ),(1−δ,0)
Φ,k )

)
.

For µ > 0 and r ≥ 2, we set

Qr,µ = {(x, ξ) ∈ R2n : Φ(x)µ < r, 〈ξ〉µk < r}, Qc
r,µ = R2n \Qr,µ.

Proposition A.1.3. (Asymptotic expansion) Let {aj}, j ≥ 0 be a sequence of symbols
with

aj ∈ Gm̃1−j,1{l̃1, l̃2; γ̃, δ1}int,N1(ω
m̃2Φ−j, gΦ,k)

+Gm1−j,1{l1 + δ2j, l2, l3 + 2l4j, l4; γ̃, δ2}ext,N2(ω
m2Φ−j, gΦ,k).

Then, there is a symbol

a ∈ Gm̃1,m̃2{l̃1, l̃2; γ̃, δ1}int,N1(ω, gΦ,k) +Gm1,m2{l1, l2, l3, l4; γ̃, δ2}ext,N2(ω, gΦ,k)

such that

a(t, x, ξ) ∼
∞∑
j=0

aj(t, x, ξ)

that is for all j0 ≥ 1, a(t, x, ξ)−
∑j0−1

j=0 aj(t, x, ξ) is in

Gm̃1−j0,1{l̃1, l̃2; γ̃, δ1}int,N1(ω
m̃2Φ−j0 , gΦ,k)

+Gm1−(1−δ2)j0+ε,1{l1, l2, l3, l4; γ̃, δ2}ext,N2(ω
m2Φ−(1−δ2)j0+ε, gΦ,k),

where ε� 1− δ2. The symbol is uniquely determined modulo C ((0, T ];S(R2n)).

Proof. Let us fix ε � 1 − δ2 and set µ = 1 − δ2 − ε. Consider a C∞ cut-off function, χ
defined by

χ(x, ξ) =

{
1, (x, ξ) ∈ Q2k,µ

0, (x, ξ) ∈ Qc
4k,µ

and 0 ≤ χ ≤ 1. For a sequence of positive numbers εj → 0, we define

γ0(x, ξ) ≡ 1,

γj(x, ξ) = 1− χ (εjx, εjξ) , j ≥ 1.

We note that γj(x, ξ) = 0 in Q2k,µ for j ≥ 1. We choose εj such that

εj ≤ 2−j

and set

a(t, x, ξ) =
∞∑
j=0

γj(x, ξ)aj(t, x, ξ).
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We note that a(t, x, ξ) exists (i.e. the series converges point-wise), since for any fixed
point (t, x, ξ) only a finite number of summands contribute to a(t, x, ξ). Indeed, for fixed
(t, x, ξ) we can always find a j0 such that Φ(x)µ < 1

εj0
, 〈ξ〉µk < 1

εj0
and hence

a(t, x, ξ) =

j0−1∑
j=0

γj(x, ξ)aj(t, x, ξ).

Observe that

|Dβ
x∂

α
ξ (γj(x, ξ)aj(t, x, ξ)) | ≤

∑
α′+α′′=α
β′+β′′=β

(
α
α′

)(
β
β′

)
|∂α′

ξ D
β′

x γj(x, ξ)D
β′′

x ∂
α′′

ξ aj(t, x, ξ)|

≤| γj(x, ξ)Dβ
x∂

α
ξ aj(t, x, ξ)

+
∑

α′+α′′=α,|α′|>0
β′+β′′=β,|β′|>0

Cα′β′
χ̃j(x, ξ)

Φ(x)µ|β′|〈ξ〉µ|α
′|

k

Dβ′′

x ∂
α′′

ξ aj(t, x, ξ) |,

where χ̃j(x, ξ) is a smooth cut-off function supported in Qc
2k,µ ∩ Q4k,µ. This new cut-off

function describes the support of the derivatives of γj(x, ξ). In the last estimate, we also
used that 1

εj
∼ 〈ξ〉µk and 1

εj
∼ Φ(x)µ if χ̃j(x, ξ) 6= 0. We conclude that

|Dβ
x∂

α
ξ γj(x, ξ)aj(t, x, ξ)|

≤ 1

2j

[
〈ξ〉m̃1+µ−j−|α|

k ω(x)m̃2Φ(x)µ−j−|β|θ̃(t)l̃1I
c
|β|(1/t)δ1 l̃2I|β|χ(tΦ(x)〈ξ〉k/N1)

+ 〈ξ〉m1+µ−j−|α|
k ω(x)m2Φ(x)µ−j−|β|(1/t)l1+δ2(l2+|β|+j)θ̃(t)l3+l4(|α|+|β|+2j)

× (1− χ(tΦ(x)〈ξ〉k/N2))
]

≤ 1

2j

[
〈ξ〉m̃1+µ−j−|α|

k ω(x)m̃2Φ(x)µ−j−|β|θ̃(t)l̃1I
c
|β|(1/t)δ1 l̃2I|β|χ(tΦ(x)〈ξ〉k/N1)

+ 〈ξ〉m1+εIj+µ−(1−δ2)j−|α|
k ω(x)m2Φ(x)µ−(1−δ2)j−|β|+εIj(1/t)l1+δ2(l2+|β|)

× θ̃(t)l3+l4(|α|+|β|)(1− χ(tΦ(x)〈ξ〉k/N2))
]
,

where we have estimated Φ(x)µ

2j
≥ 1and ⟨ξ⟩µk

2j
≥ 1 (due to the support of cut-off functions)

once in each summand and noted that in Zext(N2) for every ε� 1,

θ̃(t)2l4j ≤ (Φ(x)〈ξ〉k/N2)
εIj ,

(1/t)δ2j ≤ (Φ(x)〈ξ〉k/N2)
δ2j.
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Using this relation, we obtain

|Dβ
x∂

α
ξ a(t, x, ξ)|

≤
∣∣Dβ

x∂
α
ξ (γ0(x, ξ)a0(t, x, ξ))

∣∣+ j0−1∑
j=1

∣∣Dβ
x∂

α
ξ (γj(x, ξ)aj(t, x, ξ))

∣∣
≤Cαβ

[
〈ξ〉m̃1−|α|

k ω(x)m̃2Φ(x)−|β|θ̃(t)l̃1I
c
|β|(1/t)δ1 l̃2I|β|χ(tΦ(x)〈ξ〉k/N1)

+ 〈ξ〉m1−|α|
k ω(x)m2Φ(x)−|β|(1/t)l1+δ2(l2+|β|)θ̃(t)l3+l4(|α|+|β|)

× (1− χ(tΦ(x)〈ξ〉k/N2))

+

j0−1∑
j=1

1

2j

[
〈ξ〉m̃1+µ−j−|α|

k ω(x)m̃2Φ(x)µ−j−|β|θ̃(t)l̃1I
c
|β|(1/t)δ1 l̃2I|β|

× χ(tΦ(x)〈ξ〉k/N1) + 〈ξ〉m1+µ−(1−δ2)j+ε−|α|
k ω(x)m2Φ(x)µ−(1−δ2)j+ε−|β|

× (1/t)l1+δ2(l2+|β|)θ̃(t)l3+l4(|α|+|β|)(1− χ(tΦ(x)〈ξ〉k/N2))
]

≤Cαβ
[
〈ξ〉m̃1−|α|

k ω(x)m̃2Φ(x)−|β|θ̃(t)l̃1I
c
|β|(1/t)δ1 l̃2I|β|χ(tΦ(x)〈ξ〉k/N1)

+ 〈ξ〉m1−|α|
k ω(x)m2Φ(x)−|β|(1/t)l1+δ2(l2+|β|)θ̃(t)l3+l4(|α|+|β|)

× (1− χ(tΦ(x)〈ξ〉k/N2))
]
,

where the last inequality holds by the choice µ. Thus, we have

a ∈ Gm̃1,m̃2{l̃1, l̃2; γ̃, δ1}int,N1(ω, gΦ,k) +Gm1,m2{l1, l2, l3, l4; γ̃, δ2}ext,N2(ω, gΦ,k).

Arguing as above, we have

∞∑
j=j0

γjaj ∈ Gm̃1−j0,1{l̃1, l̃2; γ̃, δ1}int,N1(ω
m̃2Φ−j0 , gΦ,k)

+Gm1−(1−δ2)j0+ε,1{l1, l2, l3, l4; γ̃, δ2}ext,N2(ω
m2Φ−(1−δ2)j0+ε, gΦ,k),

and thus, a(t, x, ξ)−
∑j0−1

j=0 aj(t, x, ξ) is in

Gm̃1−j0,1{l̃1, l̃2; γ̃, δ1}int,N1(ω
m̃2Φ−j0 , gΦ,k)

+Gm1−(1−δ2)j0+ε,1{l1, l2, l3, l4; γ̃, δ2}ext,N2(ω
m2Φ−(1−δ2)j0+ε, gΦ,k).

Lastly, we use Proposition A.1.1 and A.1.2 to conclude that

tlaj ∈ C
(
[0, T ];Gm∗

1−(1−δ2)j+εIj ,1(ωm
∗
2Φ−(1−δ2)j+εIj , g

(1,δ),(1−δ,0)
Φ,k )

)
for m∗

i = max{mi, m̃i}, i = 1, 2, δ = max{δ1, δ2} and l = max{l1 + δl2, l̃}. As j tends
to +∞, the intersection of all those spaces belongs to the space C ((0, T ];S(R2n)) . This
completes the proof.
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Lemma A.1.4. Let Nj and N ′
j, j = 1, 2 be positive real numbers such that N1 ≥ N2 and

N ′
1 ≥ N ′

2. Suppose

a ∈ Gm̃1,m̃2{l̃1, l̃2; γ̃, δ1}int,N1(ω, gΦ,k) +Gm1,m2{l1, l2, l3, l4; γ̃, δ2}ext,N2(ω, gΦ,k) and
b ∈ Gm̃′

1,m̃
′
2{l̃′1, l̃′2; γ̃, δ1}int,N ′

1
(ω, gΦ,k) +Gm′

1,m
′
2{l′1, l′2, l′3, l′4; γ̃, δ2}ext,N ′

2
(ω, gΦ,k).

Then, for Ñ1 = max{N1, N
′
1} and Ñ2 = min{N2, N

′
2},

ab ∈ Gm̃1+m̃′
1,m̃2+m̃′

2{l̃1 + l̃′1, l̃2 + l̃′2; γ̃, δ1}int,Ñ1
(ω, gΦ,k)

+Gm1+m′
1,m2+m′

2{l1 + l′1, l2 + l′2, l3 + l′1, l4 + l′1; γ̃, δ2}ext,Ñ2
(ω, gΦ,k)

+Gm̃1,m̃2{l̃1, l̃2; γ̃, δ1}int,N1(ω, gΦ,k) ∩Gm′
1,m

′
2{l′1, l′2, l′3, l′4; γ̃, δ2}ext,N ′

2
(ω, gΦ,k)

+Gm̃′
1,m̃

′
2{l̃′1, l̃′2; γ̃, δ1}int,N ′

1
(ω, gΦ,k) ∩Gm1,m2{l1, l2, l3, l4; γ̃, δ2}ext,N2(ω, gΦ,k).

Notice that the symbols corresponding to the third summand of the above expression
is non-zero only if N ′

2 < tΦ(x)〈ξ〉k < N1 i.e., in Zint(N1) ∩ Zext(N
′
2). This requires

N ′
2 < N1. Similarly, the fourth summand is nonvanishing in Zint(N

′
1) ∩ Zext(N2) which

requires N2 < N ′
1. A straightforward computation proves the above lemma.

Lemma A.1.5. Let A and B be pseudodifferential operators with the respective symbols
a = σ(A) and b = σ(B) as in Lemma A.1.4. Then, the pseudodifferential operator
C = A ◦B has a symbol

c = σ(C) ∈ Gm̃1+m̃′
1,m̃2+m̃′

2{l̃1 + l̃′1, l̃2 + l̃′2; γ̃, δ1}int,Ñ1
(ω, gΦ,k)

+Gm1+m′
1,m2+m′

2{l1 + l′1, l2 + l′2, l3 + l′1, l4 + l′1; γ̃, δ2}ext,Ñ2
(ω, gΦ,k)

+Gm̃1,m̃2{l̃1, l̃2; γ̃, δ1}int,N1(ω, gΦ,k) ∩Gm′
1,m

′
2{l′1, l′2, l′3, l′4; γ̃, δ2}ext,N ′

2
(ω, gΦ,k)

+Gm̃′
1,m̃

′
2{l̃′1, l̃′2; γ̃, δ1}int,N ′

1
(ω, gΦ,k) ∩Gm1,m2{l1, l2, l3, l4; γ̃, δ2}ext,N2(ω, gΦ,k)

for Ñ1 = max{N1, N
′
1} and Ñ2 = min{N2, N

′
2} and satisfies

c(t, x, ξ) ∼
∑
α∈Nn

1

α!
∂αξ a(t, x, ξ)D

α
x b(t, x, ξ). (A.1.4)

The operator C is uniquely determined modulo an operator with a symbol from C ((0, T ];S(R2n)) .

Proof. In view of Propositions A.1.1 - A.1.3 and Lemma A.1.4, it is clear that the operator
C is a well-defined pseudodifferential operator. Relation (A.1.4) is a direct consequence
of the standard composition rules (see [58, Section 1.2]).

Lemma A.1.6. Let A be a pseudodifferential operator with an invertible symbol

a = σ(A) ∈ G0,0{0, 0; γ̃, 0}int,N1(ω, gΦ,k) +G0,0{0, 0, 0, 0; γ̃, 0}ext,N2(ω, gΦ,k).

Then, there exists a parametrix A# with symbol

a# = σ
(
A#
)
∈ G0,0{0, 0; γ̃, 0}int,N1(ω, gΦ,k) +G0,0{0, 0, 0, 0; γ̃, 0}ext,N2(ω, gΦ,k).
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Proof. We use the existence of the inverse of a and set

a#0 (t, x, ξ) = a(t, x, ξ)−1 ∈ G0,0{0, 0; γ̃, 0}int,N1(ω, gΦ,k)

+G0,0{0, 0, 0, 0; γ̃, 0}ext,N2(ω, gΦ,k).

In view of Propositions A.1.1 - A.1.2, one can define a sequence a#j (t, x, ξ) recursively by∑
1≤|α|≤j

1

α!
∂αξ a(t, x, ξ)D

α
xa

#
j−|α|(t, x, ξ) = −a(t, x, ξ)a#j (t, x, ξ)

with

a#j ∈ G−j,1{0, 0; γ̃, 0}int,N1(Φ
−j, gΦ,k) +G−j,1{0, 0, 0, 0; γ̃, 0}ext,N2(Φ

−j, gΦ,k).

Proposition A.1.3 then yields the existence of a symbol

a#R ∈ G0,0{0, 0; γ̃, 0}int,N1(ω, gΦ,k) +G0,0{0, 0, 0, 0; γ̃, 0}ext,N2(ω, gΦ,k)

and a right parametrix A#
R(t, x, ξ) with symbol σ

(
A#
R

)
= a#R . We have

AA#
R − I ∈ C

(
[0, T ];G−∞,−∞(ω, gΦ,k)

)
.

The existence of a left parametrix follows in similar lines. One can also prove the existence
of a parametrix A# by showing that right and left parametrix coincide up to a regularizing
operator.

Now, we perform a conjugation of an operator A where its symbol a is such that

a ∈ Gm̃1,m̃2{l̃1, l̃2; γ̃, δ1}int,N1(ω, gΦ,k) +Gm1,m2{l1, l2, l3, l4; γ̃, δ2}ext,N2(ω, gΦ,k) (A.1.5)

by the operator exp{E(t, x,Dx)} where the operator E is such that

E(t, x, ξ) =

∫ t

0

ψ̃(r, x, ξ)dr (A.1.6)

for ψ̃ as defined in (3.4.9) and (3.4.10). For the sake of generic presentation, one can
replace the factors ϕ(tΦ(x)〈ξ〉k/3) and 1− ϕ(tΦ(x)〈ξ〉k) in (3.4.9) by ϕ(2tΦ(x)〈ξ〉k/N ′

1)
and 1− ϕ(tΦ(x)〈ξ〉k/N ′

2), respectively, for N ′
1 ≥ N ′

2. The conjugation operation is given
by

AE(t, x,Dx) = e−E(t,x,Dx)A(t, x,Dx)e
E(t,x,Dx).

Notice that the operator exp{±E(t, x,Dx)} is a pseudodifferential operator of arbitrarily
small order if γ̃ ∈ (0, 1) and finite order if γ̃ = 1. When |α|+ |β| > 0, we have

∂βx∂
α
ξ e

±E(t,x,ξ) ≤ C ′
αβe

±E(t,x,ξ)Φ(x)−|β|〈ξ〉−|α|
k (ln(1 + Φ(x)〈ξ〉k))γ̃(|α|+|β|)χ(Zint(N

′
1))
(A.1.7)

By successive composition of the operators while performing conjugation and using
Proposition A.1.3 and Lemma A.1.4, one can prove the following lemma.
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Lemma A.1.7. Let the operators A and E be as in (A.1.5) and (A.1.6). Then

AE(t, x,Dx) = A(t, x,D) +R(t, x,Dx), (A.1.8)

where (ln(1 + Φ(x)〈ξ〉k))−γ̃R(t, x, ξ) belongs to

Gm̃1−1+ε̃,1{l̃1, l̃2; γ̃, δ1}int,Ñ1
(ωm̃2Φ−1+ε̃, gΦ,k)

+Gm1−1,1{l1, l2, l3, l4; γ̃, δ2}ext,Ñ2
(ωm2Φ−1, gΦ,k),

for every ε̃� 1 and Ñ1 = max{N1, N
′
1} and Ñ2 = min{N2, N

′
2}.

Remark A.1.4. In Lemma A.1.7, one can ensure a compensation for the ε increase in
the order of remainder symbol in the interior region by an appropriate choice of the order
of singularity in the interior region. For example, the conjugation of the operator D in
(3.4.6) yields

DE(t, x,Dx) = D(t, x,Dx) +R(t, x,Dx)

where the operator R(t, x,Dx) is such that its symbol satisfies

(ln(1 + Φ(x)〈ξ〉k))−γ̃R(t, x, ξ) ∈ Gε̃,1{0, 0; γ̃, 0}int,2(ωΦ−1+ε̃, gΦ,k)

+G0,1{0, 0, 1, 1; γ̃, δ1}ext,1(ωΦ−1, gΦ,k),

for an arbitrary small ε̃ > 0. By the definition of region Zint(2), we have the estimate

(Φ(x)〈ξ〉k)ε̃ ≤
2

tε̃
.

Hence, we have

tε̃(ln(1 + Φ(x)〈ξ〉k))−γ̃R(t, x, ξ) ∈ G0,1{0, 0; γ̃, 0}int,2(ωΦ−1, gΦ,k)

+G0,1{0, 0, 1, 1; γ̃, δ1}ext,1(ωΦ−1, gΦ,k).

A.2 Calculus for the Symbol Classes in Chapter 4

In this section we develop a calculus for the operators with symbols in additive form
given in (4.3.5). The following two propositions give their relations to the symbol classes
Gm1,m2

Φ,k (m1,m2). Let χ(1)
N , χ

(2)
N and χ

(3)
N denote the indicator functions for the regions

Zint(N), Zmid(N) and Zext(N), respectively.

Proposition A.2.1. Let a = a(t, x, ξ) be a symbol with

a ∈ Gm̃1,m̃2{0}(ω, gΦ,k)(1)N ∩Gm′
1,m

′
2{0, 0, 0}(ω, gΦ,k)(2)N

∩Gm1,m2{m3,m4,m5,m6}(ω, gΦ,k)(3)N ,

for m3 ≥ 0 and m3 ≥ m4. Then, for any ε ∈ (0, 1),

a ∈ L∞ ([0, T ];Gm∗
1,m

∗
2(Φ, gΦ,k)

)
, if m5 ≤ m3 and m6 ≤ 0

t1−εa ∈ C
(
[0, T ];Gm∗

1,m
∗
2(Φ, gΦ,k)

)
, otherwise

where m∗
i = max{m̃i,m

′
i,mi +m3}, i = 1, 2.
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Proof. The definition of the regions and straightforward calculations yield

|Dβ
x∂

α
ξ a(t, x, ξ) |

≤ Cα,βΦ(x)
−|β|〈ξ〉−|α|

k

(
χ
(1)
N 〈ξ〉m̃1

k ω(x)m̃2 + χ
(2)
N 〈ξ〉m

′
1

k ω(x)m
′
2

+ χ
(3)
N 〈ξ〉m1

k ω(x)m2

(
θ(t)

t

)m3

em4ψ(t)θ̃(t)m5+m6(|α|+|β|)
)

≤ Cα,βΦ(x)
−|β|〈ξ〉−|α|

k

(
χ
(1)
N 〈ξ〉m̃1

k ω(x)m̃2 + χ
(2)
N 〈ξ〉m

′
1

k ω(x)m
′
2

+ χ
(3)
N 〈ξ〉m1

k ω(x)m2

(
θ(h)

tx,ξ

)m3

em4ψ(h)θ̃(h)m3 θ̃(t)m5−m3+m6(|α|+|β|)
)

≤ Cα,βΦ(x)
m∗

2−|β|〈ξ〉m
∗
1−|α|

k t−1+ε.

The last estimate follows from the fact that ω(x) ≲ Φ(x) and

θ̃(t)m5−m3+m6(|α|+|β|) ≤ t−1+ε, ε ∈ (0, 1),

since the singularities in our consideration are of logarithmic type.

Similarly, we can prove the following two propositions.

Proposition A.2.2. Let a = a(t, x, ξ) be a symbol with

a ∈ Gm̃1,m̃2{0}(ω, gΦ,k)(1)N ∩Gm′
1,m

′
2{m′

3,m
′
4,m

′
5}(ω, gΦ,k)

(2)
N

∩Gm1,m2{0, 0, 0, 0}(ω, gΦ,k)(3)N ,

for m′
3 ≥ 0. Then, for any ε ∈ (0, 1),

a ∈ L∞ ([0, T ];Gm∗
1,m

∗
2(Φ, gΦ,k)

)
, if m′

4,m
′
5 ≤ 0

t1−εa ∈ C
(
[0, T ];Gm∗

1,m
∗
2(Φ, gΦ,k)

)
, otherwise

where m∗
i = max{m̃i,m

′
i +m′

3,mi}, i = 1, 2.

Proposition A.2.3. Let a = a(t, x, ξ) be a symbol with

a ∈ Gm̃1,m̃2{m̃3}(ω, gΦ,k)(1)N ∩Gm′
1,m

′
2{0, 0, 0}(ω, gΦ,k)(2)N

∩Gm1,m2{0, 0, 0, 0}(ω, gΦ,k)(3)N ,

for m̃3 ≥ 0. Then, for any ε ∈ (0, 1),

a ∈ L∞ ([0, T ];Gm∗
1,m

∗
2(ω, gΦ,k)

)
, if m̃3 = 0

t1−εa ∈ C
(
[0, T ];Gm∗

1,m
∗
2(ω, gΦ,k)

)
, otherwise

where m∗
i = max{m̃i,m

′
i,mi}, i = 1, 2.

Remark A.2.1. Since the function θ̃ is of logarthmic type, we have

θ̃(t̃x,ξ)
l ≤ θ̃(tx,ξ)

l ≤ θ̃(h(x, ξ))l ≤ (Φ(x)〈ξ〉k)ε,

for any l > 0 and ε� 1. Similar is the case for the functions θ and ψ.
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For µ > 0 and r ≥ 2, we set

Qr,µ = {(x, ξ) ∈ R2n : Φ(x) < r, 〈ξ〉k < r}, Qc
r,µ = R2n \Qr,µ.

Proposition A.2.4 (Asymptotic Expansion). Let {aj}, j ≥ 0 be a sequence of symbols
with

aj ∈ Gm̃1,1{m̃3}(ωm̃2Φ−j, gΦ,k)
(1)
N ∩Gm′

1,1{m′
3,m

′
4 + 2m′

5j,m
′
5}(ωm

′
2Φ−j, gΦ,k)

(2)
N

∩Gm1,1{m3,m4,m5 + 2m6j,m6}(ωm2Φ−j, gΦ,k)
(2)
N .

Then, there is a symbol

a ∈ Gm̃1,m̃2{m̃3}(ω, gΦ,k)(1)N ∩Gm′
1,m

′
2{m′

3,m
′
4,m

′
5}(ω, gΦ,k)

(2)
N

∩Gm1,m2{m3,m4,m5,m6}(ω, gΦ,k)(3)N
such that

a(t, x, ξ) ∼
∞∑
j=0

aj(t, x, ξ),

that is for all j0 ≥ 1, a(t, x, ξ)−
∑j0−1

j=0 aj(t, x, ξ) belongs to

Gm̃1−j0,1{m̃3}(ωm̃2Φ−j0 , gΦ,k)
(1)
N ∩Gm′

1−j0+ε,1{m′
3,m

′
4,m

′
5}(ωm

′
2Φ−j0+ε, gΦ,k)

(2)
N

∩Gm1−j0+ε,1{m3,m4,m5,m6}(ωm2Φ−j0+ε, gΦ,k)
(2)
N ,

where ε� 1. The symbol is uniquely determined modulo C ((0, T ];G−∞) .

Proof. Let us fix ε� 1 and set µ = 1− ε. Consider a C∞ cut-off function, χ defined by

χ(x, ξ) =

{
1, (x, ξ) ∈ Q2k,µ

0, (x, ξ) ∈ Qc
4k,µ

and 0 ≤ χ ≤ 1. For a sequence of positive numbers εj → 0, we define

γ0(x, ξ) ≡ 1,

γj(x, ξ) = 1− χ (εjx, εjξ) , j ≥ 1.

We note that γj(x, ξ) = 0 in Q2k,µ for j ≥ 1. We choose εj such that

εj ≤ 2−j

and set

a(t, x, ξ) =
∞∑
j=0

γj(x, ξ)aj(t, x, ξ).

We note that a(t, x, ξ) exists (i.e. the series converges point-wise), since for any fixed
point (t, x, ξ) only a finite number of summands contribute to a(t, x, ξ). Indeed, for fixed
(t, x, ξ) we can always find a j0 such that Φ(x) < 1

εj0
, 〈ξ〉k < 1

εj0
and hence

a(t, x, ξ) =

j0−1∑
j=0

γj(x, ξ)aj(t, x, ξ).
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Observe that

|Dβ
x∂

α
ξ (γj(x, ξ)aj(t, x, ξ)) | ≤

∑
α′+α′′=α
β′+β′′=β

(
α
α′

)(
β
β′

)
|∂α′

ξ D
β′

x γj(x, ξ)D
β′′

x ∂
α′′

ξ aj(t, x, ξ)|

≤| γj(x, ξ)Dβ
x∂

α
ξ aj(t, x, ξ)

+
∑

α′+α′′=α,|α′|>0
β′+β′′=β,|β′|>0

Cα′β′
χ̃j(x, ξ)

Φ(x)|β′|〈ξ〉|α
′|

k

Dβ′′

x ∂
α′′

ξ aj(t, x, ξ) |,

where χ̃j(x, ξ) is a smooth cut-off function supported in Qc
2k,µ ∩ Q4k,µ. This new cut-off

function describes the support of the derivatives of γj(x, ξ). In the last estimate, we also
used that 1

εj
∼ 〈ξ〉k and 1

εj
∼ Φ(x) if χ̃j(x, ξ) 6= 0. We conclude that

|Dβ
x∂

α
ξ γj(x, ξ)aj(t, x, ξ)|

≤ 1

2j
〈ξ〉µ−j−|α|

k Φ(x)µ−j−|β|

[
χ
(1)
N 〈ξ〉m̃1

k ω(x)m̃2 θ̃(t)

+ χ
(2)
N 〈ξ〉m

′
1

k ω(x)m
′
2

(
θ(t)

t

)m′
3

θ̃(t)m
′
4+m

′
5(|α|+|β|+2j)

+ χ
(3)
N 〈ξ〉m1

k ω(x)m2

(
θ(t)

t

)m3

em4ψ(t)θ̃(t)m5+m6(|α|+|β|+2j)

]
,

(A.2.1)

where we have estimated Φ(x)µ

2j
≥ 1and ⟨ξ⟩µk

2j
≥ 1 (due to the support of cut-off functions)

once in each summand. In Zmid(N) and Zext(N), θ̃(t) ≤ θ̃(h). For any r ≥ 0 and j ≥ 1,

θ̃(t)rj ≤ θ̃(h)rj ≲ (Φ(x)〈ξ〉k)ε, (A.2.2)

as the singularity in our consideration is of logarithmic type. From (A.2.1) and (A.2.2),
we obtain

|Dβ
x∂

α
ξ γj(x, ξ)aj(t, x, ξ)|

≤ 1

2j
〈ξ〉µ−j−|α|

k Φ(x)µ−j−|β|

[
χ
(1)
N 〈ξ〉m̃1

k ω(x)m̃2 θ̃(t)

+ χ
(2)
N 〈ξ〉m

′
1+ε

k Φ(x)εω(x)m
′
2

(
θ(t)

t

)m′
3

θ̃(t)m
′
4+m

′
5(|α|+|β|)

+ χ
(3)
N 〈ξ〉m1+ε

k Φ(x)εω(x)m2

(
θ(t)

t

)m3

em4ψ(t)θ̃(t)m5+m6(|α|+|β|)

]

≤ 1

2j
〈ξ〉1−j−|α|

k Φ(x)1−j−|β|

[
χ
(1)
N 〈ξ〉m̃1

k ω(x)m̃2 θ̃(t)

+ χ
(2)
N 〈ξ〉m

′
1

k ω(x)m
′
2

(
θ(t)

t

)m′
3

θ̃(t)m
′
4+m

′
5(|α|+|β|)

+ χ
(3)
N 〈ξ〉m1

k ω(x)m2

(
θ(t)

t

)m3

em4ψ(t)θ̃(t)m5+m6(|α|+|β|)

]
,

(A.2.3)
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where j ≥ 1. Now

|Dβ
x∂

α
ξ a(t, x, ξ)|

≤
∣∣Dβ

x∂
α
ξ (γ0(x, ξ)a0(t, x, ξ))

∣∣+ j0−1∑
j=1

∣∣Dβ
x∂

α
ξ (γj(x, ξ)aj(t, x, ξ))

∣∣ .
Combining the symbol estimate of a0 and the estimate (A.2.3), we readily obtain

a ∈ Gm̃1,m̃2{m̃3}(ω, gΦ,k)(1)N ∩Gm′
1,m

′
2{m′

3,m
′
4,m

′
5}(ω, gΦ,k)

(2)
N

∩Gm1,m2{m3,m4,m5,m6}(ω, gΦ,k)(3)N
Arguing as above, we see that

∑∞
j=j0

γjaj belongs to

Gm̃1−j0,1{m̃3}(ωm̃2Φ−j0 , gΦ,k)
(1)
N ∩Gm′

1−j0+ε,1{m′
3,m

′
4,m

′
5}(ωm

′
2Φ−j0+ε, gΦ,k)

(2)
N

∩Gm1−j0+ε,1{m3,m4,m5,m6}(ωm2Φ−j0+ε, gΦ,k)
(2)
N ,

and thus, a(t, x, ξ)−
j0−1∑
j=0

aj(t, x, ξ) belongs to

Gm̃1−j0,1{m̃3}(ωm̃2Φ−j0 , gΦ,k)
(1)
N ∩Gm′

1−j0+ε,1{m′
3,m

′
4,m

′
5}(ωm

′
2Φ−j0+ε, gΦ,k)

(2)
N

∩Gm1−j0+ε,1{m3,m4,m5,m6}(ωm2Φ−j0+ε, gΦ,k)
(2)
N .

Lastly, we use Propositions A.2.1 - A.2.3 to conclude that

t1−εaj ∈ C
(
[0, T ];Gm∗

1−j,1(ωm
∗
2Φr∗−j, gΦ,k)

)
for m∗

1 = max{m̃1,m
′
1 +m′

3,m1 +m3}, m∗
1 = max{m̃2,m

′
2,m2} and r∗ = max{m′

3,m3}.
As j tends to +∞, the intersection of all those spaces belongs to the space C ((0, T ];G−∞) .

This completes the proof.

Lemma A.2.5. Let A and B be pseudodifferential operators with symbols

a = σ(A) ∈ Gm̃1,m̃2{m̃3}(ω, gΦ,k)(1)2N ∩Gm′
1,m

′
2{m′

3,m
′
4,m

′
5}(ω, gΦ,k)

(2)
N

∩Gm1,m2{m3,m4,m5,m6}(ω, gΦ,k)(3)N
and

b = σ(B) ∈ Gl̃1,l̃2{l̃3}(ω, gΦ,k)(1)2N ∩Gl′1,l
′
2{l′3, l′4, l′5}(ω, gΦ,k)

(2)
N

∩Gl1,l2{l3, l4, l5, l6}(ω, gΦ,k)(3)N .

Then, the pseudodifferential operator C = A ◦B has a symbol c = σ(C) in

Gm̃1+l̃1,m̃2+l̃2{m̃3 + l̃3}(ω, gΦ,k)(1)2N ∩Gm′
1+l

′
1,m

′
2+l

′
2{m′

3 + l′3,m4 + l′4,m
′
5 + l′5}(ω, gΦ,k)

(2)
N

∩Gm1+l1,m2+l2{m3 + l3,m4 + l4,m5 + l5,m6 + l6}(ω, gΦ,k)(3)N
and satisfies

c(t, x, ξ) ∼
∑
α∈Nn

1

α!
∂αξ a(t, x, ξ)D

α
x b(t, x, ξ). (A.2.4)

The operator C is uniquely determined modulo an operator with symbol from
C ((0, T ];G−∞) .
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Proof. In view of Propositions A.2.1 - A.2.4, it is clear that the operator C is a well-defined
pseudodifferential operator. Relation (A.2.4) is a direct consequence of the standard
composition rules (see [58, Section 1.2]).

Lemma A.2.6. Let A be a pseudodifferential operator with an invertible symbol

a = σ(A) ∈ G0,0{0}(ω, gΦ,k)(1)N ∩G0,0{0, 0, 0}(ω, gΦ,k)(2)N ∩G0,0{0, 0, 0, 0}(ω, gΦ,k)(3)N .

Then, there exists a parametrix A# with symbol a# in

G0,0{0}(ω, gΦ,k)(1)N ∩G0,0{0, 0, 0}(ω, gΦ,k)(2)N ∩G0,0{0, 0, 0, 0}(ω, gΦ,k)(3)N .

Proof. We use the existence of the inverse of a and set

a#0 (t, x, ξ) = a(t, x, ξ)−1 ∈ G0,0{0}(ω, gΦ,k)(1)N ∩G0,0{0, 0, 0}(ω, gΦ,k)(2)N
∩G0,0{0, 0, 0, 0}(ω, gΦ,k)(3)N .

In view of Propositions A.2.1 - A.2.3, one can define a sequence a#j (t, x, ξ) recursively by∑
1≤|α|≤j

1

α!
∂αξ a(t, x, ξ)D

α
xa

#
j−|α|(t, x, ξ) = −a(t, x, ξ)a#j (t, x, ξ)

with a#j in

G−j,1{0}(Φ−j, gΦ,k)
(1)
N ∩G−j,1{0, 0, 0}(Φ−j, gΦ,k)

(2)
N ∩G−j,1{0, 0, 0, 0}(Φ−j, gΦ,k)

(3)
N .

Proposition A.2.4 then yields the existence of a symbol

a#R ∈ G0,0{0}(ω, gΦ,k)(1)N ∩G0,0{0, 0, 0}(ω, gΦ,k)(2)N ∩G0,0{0, 0, 0, 0}(ω, gΦ,k)(3)N

and a right parametrix A#
R(t, x, ξ) with symbol σ

(
A#
R

)
= a#R . We have

AA#
R − I ∈ C

(
[0, T ];G−∞) .

The existence of a left parametrix follows in similar lines. One can also prove the existence
of a parametrix A# by showing that right and left parametrix coincide up to a regularizing
operator.

A.3 Calculus for the Symbol Classes in Chapter 5

We now discuss in detail the symbol calculus for the class AGm1,m2
σ;σ,σ (Φ, gΦ,k). The ar-

guments used here are similar to the ones in [58, Section 6.3]. To start with, we
prove that P ∈ OPAGm1,m2

σ;σ,σ (ω, gΦ,k) is continuous on Sθθ (Rn) , θ ≥ σ. Recall that
Sθθ (Rn) ↪→ M2θ

Φ,k(Rn) and hence M2θ
Φ,k

′
(Rn) ↪→ Sθθ

′
(Rn).

Theorem A.3.1. Let p ∈ AGm1,m2
σ;σ,σ (ω, gΦ,k) and let θ ≥ σ. Then, the operator P is a

linear and continuous operator from Sθθ (Rn) to Sθθ (Rn) and it extends to a linear and
continuous map from Sθθ

′
(Rn) to Sθθ

′
(Rn).
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Proof. Let u ∈ Sθθ
(
Rd
)
. Since F

(
Sθθ (Rn)

)
= Sθθ (Rn) , we consider u in a bounded

subset F of the Banach space defined by the norm

sup
β

sup
ξ∈Rn

A−|β|(β!)θea|ξ|
1/θ ∣∣∂βû(ξ)∣∣

for some A > 0, a > 0. It is sufficient to show that there exist positive constants A1, B1, C1

such that, for every α, β ∈ Nn

sup
x∈Rn

∣∣xαDβ
xPu(x)

∣∣ ≤ C1A
|α|
1 B

|β|
1 (α!β!)θ (A.3.1)

for all u ∈ F, with A1, B1, C1 independent of u ∈ F. We have, for every N ∈ N

xαDβ
xPu(x) = xα

∑
β′≤β

(
β
β′

)∫
eixξξβ

′
Dβ−β′

x p(x, ξ)û(ξ)đξ

= xα〈x〉−2N
∑
β′≤β

(
β
β′

)∫
eixξ (1−∆ξ)

N
[
ξβ

′
Dβ−β′

x p(x, ξ)û(ξ)
]

đξ

Since ω(x) ≲ Φ(x) ≤ 〈x〉, we easily obtain the estimate:∣∣xαDβ
xPu(x)

∣∣ ≤ C0B
|β|+2N
0 (2N !)θ〈x〉|α|+n−2γN

×
∑
β′≤β

(
β
β′

)
(β′!)

θ
(β − β′!)

ν

∫
〈ξ〉mk e−a|ξ|

1
θ đξ

for some B0, C0 independent of u ∈ F. Choosing N ≥ (|α| + n)/γ, we obtain that there
exist A1, B1, C1 > 0 such that (A.3.1) holds for all u ∈ F . Next, observe that, for
u, v ∈ Sθθ (Rn) ∫

Pu(x)v(x)dx =

∫
û(ξ)pv(ξ)đξ

where
pv(x, ξ) =

∫
eixξp(x, ξ)v(x)dx

By arguing as before, the map v 7→ pv is linear and continuous from Sθθ (Rn) to itself.
Then, we can define, for u ∈ Sθθ

′
(Rn)

Pu(v) = û (pv) , v ∈ Sθθ
′
(Rn)

This map extends P and is linear and continuous from Sθθ
′
(Rn) to itself and it.

We can associate to P a kernel KP ∈ Sθθ
′
(Rn), given by

KP (x, y) =

∫
ei(x−y)ξp(x, ξ)đξ. (A.3.2)

We now prove the following result showing the regularity of the kernel (A.3.2).
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Theorem A.3.2. Let p ∈ AGm1,m2
σ;σ,σ (ω, gΦ,k). For M > 0, define the region:

ΩM = {(x, y) ∈ R2n : |x− y| > MΦ(x)}.
Then the kernel KP defined by (A.3.2) is in C∞(ΩM) and there exist positive constants
C, a depending on M such that

|Dβ
xD

α
yKP (x, y)| ≤ C |α|+|β|+1(β!α!)θ exp

{
− a(Φ(x)Φ(y))

1
θ

}
for all (x, y) ∈ Ω̄M and β, α ∈ Zn+.
Proof. As in [58, Lemma 6.3.4], for any given R > 1, we can find a sequence ψN(ξ) ∈
C∞

0 (Rn), N = 0, 1, 2, . . . , such that
∑∞

N=0 ψn = 1,
supp ψ0 ⊂ {ξ : 〈ξ〉k ≤ 3R},

suppψN ⊂ {ξ : 2RN θ〈ξ〉k ≤ 3R(N + 1)θ}, and

|Dα
ξ ψN(ξ)| ≤ C |α|+1(α!)θ

(
R sup{N θ, 1}

)−|α|
,

for N = 1, 2, . . . , and α ∈ Zn+. Using this partition of unity, we can decompose KP as

KP =
∞∑
N=0

KN ,

where
KN(x, y) =

∫
ei(x−y)ξp(x, ξ)ψN(ξ)đξ.

Let M > 0 and (x, y) ∈ Ω̄M . Let r ∈ {1, 2, . . . , n} such that |xr − yr| ≥ M
n
Φ(x). Then,

for every α, β ∈ Zn,

Dα
xD

β
yKN(x, y) = (−1)|β|

∑
δ≤α

(
α
δ

)∫
ei(x−y)ξξβ+δψN(ξ)D

α−δ
x p(x, ξ)đξ.

Given λ > 0, we consider the operator

L =
1

M2θ,λ(x− y)

∞∑
j=0

λj

(j!)2θ
(1−∆ξ)

j, where

M2θ,λ(x− y) =
∞∑
j=0

λj

(j!)2θ
〈x− y〉j.

Since Lei(x−y)ξ = ei(x−y)ξ, we can integrate by parts obtaining that

Dα
xD

β
yKP (x, y) =

(−1)|β|

M2θ,λ(x− y)

∑
δ≤α

(
α
δ

) ∞∑
j=0

λj

(j!)2θ
(1−∆ξ)

j

×
∫
ei(x−y)ξξβ+δψN(ξ)D

α−δ
x p(x, ξ)đξ

= (−1)|β|+l
(xr − yr)

−l

M2θ,λ(x− y)

∑
δ≤α

(
α
δ

) ∞∑
j=0

λj

(j!)2θ

×
∫
ei(x−y)ξDl

ξr(1−∆ξ)
j[ξβ+δψN(ξ)D

α−δ
x p(x, ξ)]đξ
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where l ∈ Z+ is choosen appropriately. Let

FrljNαβδ = Dl
ξr(1−∆ξ)

j[ξβ+δψN(ξ)D
α−δ
x p(x, ξ)].

We denote by er the r-th vector of the canonical basis of Rn and 〈β, er〉 = βr, 〈δ, er〉 = δr.
We see that

FrljNαβδ =
∑

l1+l2+l3=l
l1≤βr+δr

(−i)l1 l!

l1!l2!l3!

(βr + δr)!

(βr + δr − l1)!

× (1−∆ξ)
j[ξβ+δ−l1erDl2

ξr
ψN(ξ)D

l3
ξr
Dα−δ
x p(x, ξ)].

Hence

|FrljNαβδ| =
∑

l1+l2+l3=l
l1≤βr+δr

(−i)l1 l!

l1!l2!l3!

(βr + δr)!

(βr + δr − l1)!
C

|α−δ|+l2+l3+1
1

× (N2!)
θ(N3!)

σ[(α− δ)!]σCj
2(j!)

2θ

(
1

RN θ

)l2
× 〈ξ〉m1−γl3+|α−δ|/σ+|β|+|δ|−l1

k ω(x)m2Φ(x)−γ|α−δ|+(l3+j)/σ.

Note that on the support of ψn, RN θ〈ξ〉k ≤ 3R(N + 1)θ. Since θ ≥ σ, it follows that

|FrljNαβδ| ≤ C
|α|+|β|+1
1 (α!β!)θCj

2(j!)
2θ

(
C3

R

)γl
ω(x)m2Φ(x)−γ|α−δ|+(l3+j)/σ,

with C3 independent of R. We now choose l such that γl > N . We observe that for every
c > 1 there exist positive constants ε, c′ such that, for τ > 0,

ε exp[c′τ ] ≤
∞∑
j=0

(
τ j

j!

)c
. (A.3.3)

Setting c = θ, τ = λ
1
θ 〈x− y〉 2

θ , we have that

|M2θ,λ(x− y)| ≥ ε exp{c′λ
1
θ |x− y|

2
θ }.

Observe that |x − y|2 ≥ c′′〈x〉〈y〉. From these estimates, choosing λ < C−1
2 and R

sufficiently large, we see that

|Dα
xD

β
yKP (x, y)| ≤ C

|α|+|β|+1
1 (α!β!)θ

(
C4

R

)N
exp

{
− c′

2
λ

1
θ (Φ(x)Φ(y))

1
θ

}
,

where C4 is independent of R.

Definition A.3.1. A linear continuous operator from Sθθ (Rn) to Sθθ (Rn) is said to be
θ-regularizing if it extends to a linear continuous map from Sθθ

′
(Rn) to Sθθ (Rn).
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Definition A.3.2. A linear continuous operator from Mθ
Φ,k(Rn) to Mθ

Φ,k(Rn) is said
to be (Φ, θ)-regularizing if it extends to a linear continuous map from Mθ

Φ,k
′
(Rn) to

Mθ
Φ,k(Rn).

For t > 1, we set
Qt = {(x, ξ) ∈ R2n : Φ(x)〈ξ〉k < t},

and
Qe
t = R2n \Qt.

Definition A.3.3. We denote by FAGm1,m2
σ;σ,σ (ω, gΦ,k) the space of all formal sums

∑
j≥0 pj(x, ξ)

such that pj(x, ξ) ∈ C∞(R2n) such that for all j ≥ 0 and there exists B,C > 0 such that

sup
j≥0

sup
α,β∈Zn+

sup
(x,ξ)∈Qe

Bj2σ−2

C−|α|−|β|−2j(α!)−σ(β!)−σ(j!)−2σ+2

〈ξ〉−m1+j+γ|α|−|β|/σ
k ω(x)−m2Φ(x)j+γ|β|−|α|/σ|Dα

ξ ∂
β
xpj(x, ξ)| < +∞.

Every symbol p ∈ AGm1,m2
σ;σ,σ (ω, gΦ,k) can be identified with an element of FAGm1,m2

σ;σ,σ (ω, gΦ,k),
by setting p0 = p and pj = 0 for j ≥ 1.

Definition A.3.4. Two sums
∑

j≥0 pj ,
∑

j≥0 p
′
j are said to be equivalent if there exist

constants A,B > 0 such that

sup
N∈Z+

sup
α,β∈Nn

sup
(x,ξ)∈Qe

BN2σ−2

C−|α|−|β|−2N(α!)−σ(β!)−σ(N !)−2σ+2

〈ξ〉−m1+N+γ|α|−|β|/σ
k ω(x)−m2Φ(x)N+γ|β|−|α|/σ|Dα

ξ ∂
β
x

∑
j<N

(pj − p′j)| < +∞,

and we write
∑

j≥0 pj ∼
∑

j≥0 p
′
j.

Proposition A.3.3. Given
∑

j≥0 pj ∈ FAGm1,m2
σ;σ,σ (ω, gΦ,k), there exists a symbol p ∈

AGm1,m2
σ;σ,σ (ω, gΦ,k) such that

p ∼
∑
j≥0

pj in FAGm1,m2
σ;σ,σ (ω, gΦ,k).

Proof. To construct the symbol p, we consider the excision function ϕ ∈ C∞(R2n) such
that 0 ≤ ϕ ≤ 1 and ϕ(x, ξ) = 0 if (x, ξ) ∈ Q2, ϕ(x, ξ) = 1 if (x, ξ) ∈ Qe

3 and

sup
(x,ξ)∈R2n

∣∣Dα
ξD

β
xϕ(x, ξ)

∣∣ ≤ C |α|+|β|+1(α!β!)σ. (A.3.4)

We define for R > 0
ϕ0(x, ξ) = ϕ(x, ξ) on R2d

ϕj(x, ξ) = ϕ
(

x
Rjσ−1 ,

ξ
Rjσ−1

)
, j ≥ 1.

For sufficiently large R, we will prove that

p(x, ξ) =
∑
j≥0

ϕj(x, ξ)pj(x, ξ),
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is in AGm1,m2
σ;σ,σ (ω, gΦ,k) and p ∼

∑
j≥0 pj in FAGm1,m2

σ;σ,σ (ω, gΦ,k). From Definition A.3.3, we
have

|Dα
ξD

β
xp(x, ξ)| =

∣∣∑
j≥0

∑
α′≤α
β′≤β

(
α
α′

)(
β
β′

)
Dα−α′

ξ Dβ−β′

x pj(x, ξ)D
α′

ξ D
β′

x ϕj(x, ξ)
∣∣

≤ C |α|+|β|+1α!β!〈ξ〉m1−γ|α|+|β|/σ
k ωm2Φ−γ|β|+|α|/σ

∑
j≥0

Hjαβ(x, ξ)

where

Hjαβ(x, ξ) =
∑
α′≤α
β′≤β

(
(α− α′)!(β − β′)!

)σ−1

α′!β′!
C2j−|α′|−|β′|(j!)2σ−2

× 〈ξ〉γ|α
′|−j

k Φ(x)γ|β
′|−j
∣∣∣Dα′

ξ D
β′

x ϕj(x, ξ)
∣∣∣ .

From (A.3.4), we have

Hjαβ(x, ξ) ≤ C |α|+|β|+1(α!)σ−1(β!)σ−1

(
C1

R2

)j
where C1 > 0 is independent of R. By choosing R sufficiently large, we obtain the
required result. We observe that

p(x, ξ)−
∑
j<N

pj(x, ξ) =
∑
j≥N

pj(x, ξ)ϕj(x, ξ),

for (x, ξ) ∈ Qe
3RN2σ−1 , N ∈ Z+, which we can estimate as before.

Proposition A.3.4. Let p ∈ AG0,0
σ;σ,σ(ω, gΦ,k) and θ ≥ 2(σ−1). If p ∼ 0 in FAG0,0

σ;σ,σ(ω, gΦ,k),
then the operator P is (Φ, θ)-regularizing.

Proof. We will show that the kernel

KP (x, y) = (2π)−d
∫
ei(x−y)ξp(x, ξ)dξ

is in Mθ
Φ,k(R2n) impliying that P is (Φ, θ)-regularizing.

There exist B,C > 0 such that for every (x, ξ) ∈ R2n:∣∣Dα
ξD

β
xp(x, ξ)

∣∣ ≤ C
|α|+|β|+1
1 (α!β!)σ〈ξ〉−|α|

k Φ(x)−|β|

× inf
0≤N≤B1(⟨ξ⟩kΦ(x))

1
2σ−2

C2N(N !)2σ−2

〈ξ〉Nk Φ(x)N
.

Using [58, Lemma 6.3.10], we obtain∣∣Dα
ξD

β
xp(x, ξ)

∣∣ ≤ C
|α|+|β|+1
2 (α!β!)θ exp

[
−a
(
Φ(x)〈ξ〉k

) 1
θ

]
for some C2, a > 0.
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We now examine the stability of the classes OPAGm1,m2
σ;σ,σ (ω, gΦ,k) under transposition,

composition and construction of parametrices. Let u ∈ Mθ′

Φ,k(Rn) and v ∈ Mθ
Φ,k(Rn), θ ≥

2(σ − 1). To relate with Gelfand-Shilov spaces, one can even consider u ∈ S
θ
2
θ
2

′
(Rn) and

v ∈ S
θ
2
θ
2

(Rn).

Proposition A.3.5. Let P = p(x,D) ∈ AGm1,m2
σ;σ,σ (ω, gΦ,k) and let P t be the transposed

operator defined by
〈P tu, v〉 = 〈u, Pv〉. (A.3.5)

Then, P t = Q+R, where R is (Φ, θ)-regularizing and Q = q(x,D) is in AGm1,m2
σ;σ,σ (ω, gΦ,k)

with
q(x, ξ) ∼

∑
j≥0

∑
α=j

1

α!
∂αξD

α
xp(x,−ξ) in FAGm1,m2

Φ,k,σ;σ,σ.

Theorem A.3.6. Let P = p(x,D) ∈ AGm1,m2
σ;σ,σ (ω, gΦ,k) ,Q = q(x,D) ∈ AG

m′
1,m

′
2

Φ,σ;σ,σ(ω, gΦ,k).
Then PQ = T+R where R is (Φ, θ)-regularizing and T = t(x,D) is in AGm1+m′

1,m2+m′
2

σ;σ,σ (ω, gΦ,k)
with

t(x, ξ) ∼
∑
j≥0

∑
α=j

1

α!
∂αξ p(x, ξ)D

α
xq(x, ξ)

in FAG
m1+m′

1,m2+m′
2

σ;σ,σ (ω, gΦ,k).

To prove Proposition A.3.5 and Theorem A.3.6, we introduce more general classes of
symbols, called amplitudes. Let (m1,m2,m3) ∈ R3.

Definition A.3.5. We denote by Πm1,m2,m3
σ;σ (ω, gΦ,k) the Banach space of all symbols

a(x, y, ξ) ∈ C∞(R3) satisfying for some C > 0 the following estimate

sup
α,β,δ∈Zn+

sup
(x,y,ξ)∈R3

C−|α|−|β|−|δ|(α!β!δ!)−σ〈ξ〉−m1+γ|α|−(|β|+|δ|)/σ
k

ω(x)−m2Φ(x)γ|β|−|α|/σω(y)−m3Φ(y)γ|δ|−|α|/σ|Dα
ξD

β
xD

δ
ya(x, y, ξ)| < +∞.

Given a ∈ Πm1,m2,m3
σ;σ (ω, gΦ,k), we associate to a the pseudodifferential operator defined

by
Au(x) =

∫∫
R2n

ei(x−y)·ξa(x, y, ξ)u(y)dyđξ, u ∈ Mθ
Φ,k(Rn) (A.3.6)

Theorem A.3.7. Let A be an operator defined by an amplitude a ∈ Πm1,m2,m3
σ;σ (ω, gΦ,k),

(m1,m2,m3) ∈ R3. Then we may write A = P + R, where R is a (Φ, θ)-regularizing
operator and P = p(x,D) is in AGm1,m2+m3

σ;σ,σ (ω, gΦ,k) with p ∼
∑

j≥0 pj where

pj(x, ξ) =
∑
|α|=j

1

α!
∂αξD

α
y a(x, y, ξ)|y=x.

The proof of this result uses the similar standard arguments available in the proof of
Theorem 6.3.14 in [58]. For the sake of conciseness, we omit the details.
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Proof of Theorem A.3.5. From (A.3.5), P t is defined as

P tu(x) =

∫
ei(x−y)ξp(y,−ξ)u(y)dyđξ, u ∈ Mθ

Φ,k (Rn)

Observe that P t is an operator of the form (A.3.6) with amplitude p(y,−ξ). By Theorem
(A.3.7), P t = Q + R where R is (Φ, θ)-regularizing and Q = q(x,D) ∈ AGm1,m2

σ;σ,σ (ω, gΦ,k)
with

q(x, ξ) ∼
∑
j≥0

∑
|α|=j

(α!)−1∂αξD
α
xp(x,−ξ).

Proof of Theorem A.3.6. We can write Q = (Qt)t. Then, by Theorem (A.3.7) and
Proposition (A.3.5), Q = Q1 +R1, where R1 is (Φ, θ)-regularizing and

Q1u(x) =

∫
ei(x−y)ξq1(y, ξ)u(y)dyđξ (A.3.7)

with q1(y, ξ) ∈ AG
m′

1,m
′
2

σ;σ,σ (ω, gΦ,k), q1(y, ξ) ∼
∑

α(α!)
−1∂αξD

α
y q(y,−ξ). From (A.3.7) it fol-

lows that
Q̂1u(ξ) =

∫
e−iyξq1(y, ξ)u(y)dy, u ∈ Mθ

Φ,k(Rn)

from which we deduce that

PQu(x) =

∫
ei(x−y)ξp(x, ξ)q1(y, ξ)u(y)dyđξ + PR1u(x).

We observe that p(x, ξ)q1(y, ξ) ∈ Π
m1+m′

1,m2,m′
2

σ;σ (ω, gΦ,k). Applying Theorem (A.3.7), we
obtain that

PQu(x) = Tu(x) +Ru(x)

where R is (Φ, θ)-regularizing and T = t(x,D) ∈ OPAG
m1+m′

1,m2+m′
2

σ;σ,σ (ω, gΦ,k) with

t(x, ξ) ∼
∑
j≥0

∑
|α|=j

(α!)−1∂αξ p(x, ξ)D
α
xq(x, ξ)

in FAG
m1+m′

1,m2+m′
2

σ;σ,σ (ω, gΦ,k).

We now state the notion of ellipticity for elements of OPAGm1,m2
σ;σ,σ (ω, gΦ,k).

Definition A.3.6. A symbol p ∈ AGm1,m2
σ;σ,σ (ω, gΦ,k) is said to be GΦ-elliptic if there exist

B,C = C(k) > 0 such that

|p(x, ξ)| ≥ C〈ξ〉m1
k ω(x)m2 , ∀(x, ξ) ∈ Qe

B.

Theorem A.3.8. If p ∈ AGm1,m2
σ;σ,σ (ω, gΦ,k) is GΦ-elliptic and P = p(x,D), then there

erists E ∈ AG−m1,−m2
σ;σ,σ (ω, gΦ,k) such that EP = I + R1, PE = I + R2, where R1, R2 are

(Φ, θ)-regularizing operators.
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The above theorem can be easily proved using Proposition A.3.3 and Proposition
A.3.6. For the sake of conciseness, we omit the proof and refer the reader to Theorem
6.3.16 in [58] for the details.

As an immediate consequence of Theorem A.3.8 we obtain the following result of
global regularity.

Corollary A.3.1. Let p ∈ AGm1,m2
σ;σ,σ (ω, gΦ,k) be GΦ-elliptic and let f ∈ Mθ

Φ,k(Rn). If
u ∈ Mθ

Φ,k
′
(Rn) is a solution of the equation

Pu = f,

then u ∈ Mθ
Φ,k(Rn).

This completes the calculus for the class OPAGm1,m2
σ;σ,σ (ω, gΦ,k).

Using similar techniques as in the case of calculus of OPAGm1,m2
σ;σ,σ (ω, gΦ,k) and referring

to Appendix A in [2], one can also develop a calculus for the class OPAGm1,m2
σ (ω, gΦ,k).

We start with defining the notion of formal sums in this context.

Definition A.3.7. We denote by FAGm1,m2
σ (ω, gΦ,k) the space of all formal sums

∑
j≥0 pj(x, ξ)

such that pj(x, ξ) ∈ C∞(R2n) such that for all j ≥ 0 and following conditions hold

i) There exist B,C > 0 such that

sup
j≥0

sup
α,β∈Zn+

sup
(x,ξ)∈Qe

B(j+|α|)σ

C−|α|−|β|−2j(α!)−1(β!j!)−σ

〈ξ〉−m1+j+|α|
k ω(x)−m2Φ(x)j+|β||Dα

ξ ∂
β
xpj(x, ξ)| < +∞. (A.3.8)

ii) For every B0 > 0, there exists C > 0 such that

sup
j≥0

sup
α,β∈Zn+

sup
(x,ξ)∈QB0(j+|α|)σ

C−|α|−|β|−2j(α!β!j!)−σ|Dα
ξ ∂

β
xpj(x, ξ)| < +∞. (A.3.9)

Every symbol p ∈ AGm1,m2
σ (ω, gΦ,k) can be identified with an element of FAGm1,m2

σ (ω, gΦ,k),
by setting p0 = p and pj = 0 for j ≥ 1.

Definition A.3.8. Two sums
∑

j≥0 pj ,
∑

j≥0 p
′
j in FAGm1,m2

σ (ω, gΦ,k) are said to be
equivalent if there exist constants A,B > 0 such that

sup
N∈Z+

sup
α,β∈Nn

sup
(x,ξ)∈Qe

B(N+|α|)σ

C−|α|−|β|−2N(α!)−1(β!N !)−σ

〈ξ〉−m1+N+|α|
k ω(x)−m2Φ(x)N+|β||Dα

ξ ∂
β
x

∑
j<N

(pj − p′j)| < +∞,

and we write
∑

j≥0 pj ∼
∑

j≥0 p
′
j.

Proposition A.3.9. Given
∑

j≥0 pj ∈ FAGm1,m2
σ (ω, gΦ,k), there exists a symbol p ∈

AGm1,m2
σ (ω, gΦ,k) such that

p ∼
∑
j≥0

pj in FAGm1,m2
σ (ω, gΦ,k).
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Proof. Following [2], to construct the symbol p, we consider two types of cut-off func-
tions. For a fixed R > 0, we can find a sequence of functions ψj(ξ), j = 0, 1, 2, . . . , such
that 0 ⩽ ψj(ξ) ⩽ 1 for all ξ ∈ Rn, ψj(ξ) = 1 if 〈ξ〉k ⩽ 2R sup

(
j
σ
2 , 1
)
, ψj(ξ) = 0 if

〈ξ〉k ⩾ 4R sup
(
j
σ
2 , 1
)

and satisfying the following estimates:

∣∣∂αξ ψj(ξ)∣∣ ⩽ C
|α|
1

(
R sup

(
jσ−1, 1

))−|α| if |α| ⩽ 4j,

and ∣∣∂αξ ψj(ξ)∣∣ ⩽ C
|α|+1
2 (α!)σ (R sup (jσ, 1))−|α| if |α| > 4j,

for some positive constants C1, C2 independent of α,R, j.
Similarly, we can choose a sequence of functions ψ̃j(x) ∈ Gσ

0 (Rn), j = 0, 1, 2, . . . ,
supported for Φ(x) ⩽ 4R sup

(
j
σ
2 , 1
)
, ψj(x) = 1 for Φ(x) ⩽ 2R sup

(
j
σ
2 , 1
)

and

|∂βx ψ̃j(x)| ⩽ C
|β|+1
3 (β!)σ (R sup (jσ, 1))−|β| for all x ∈ Rn, β ∈ Zn+.

Let us now define ϕj(x, ξ) = (1−ψj(ξ))(1−ψ̃j(x)), j = 0, 1, 2, . . . . By the properties listed
above, we deduce that the functions ϕj are smooth on R2n, supported in Qe

4R2 sup(jσ ,1) and
ϕj(x, ξ) = 1 in Qe

16R2 sup(jσ ,1). Moreover

∣∣Dα
ξD

β
xϕ0(x, ξ)

∣∣ ⩽ A

(
C

R

)|α|+|β|

whereas, for j ⩾ 1 the functions ϕj satisfy the following estimates:

∣∣Dα
ξD

β
xϕj(x, ξ)

∣∣ ⩽ A

(
C

R

)|α|+|β|

(β!)σ
(
jσ−1

)−|α|
j−σ|β| (A.3.10)

for |α| ⩽ 3j, β ∈ Zn+ and

∣∣Dα
ξD

β
xϕj(x, ξ)

∣∣ ⩽ A

(
C

R

)|α|+|β|

(α!β!)σj−σ(|α|+|β|) (A.3.11)

for |α| > 3j, β ∈ Zn+, with A,C positive constants independent of α, β,R, j.
We now define

p(x, ξ) =
∑
j⩾0

ϕj(x, ξ)pj(x, ξ).

Let us first prove that p ∈ AGm1,m2
σ (ω, gΦ,k). We estimate the derivatives of p in the region

Qe
4R2|α|σ . On the support of ϕj we have Φ(x)〈ξ〉k ⩾ 4R2 sup(jσ, 1). Choosing R2 ⩾ 2σ−2B

where B is the same constant appearing in Definition A.3.7, for (x, ξ) ∈ Qe
4R2|α|σ , we have

(x, ξ) ∈ Qe
B(j+|α|)σ , then the estimates (A.3.8) on the pj hold true. Moreover, if α 6= 0 and

β 6= 0 Dα
ξD

β
xϕj(x, ξ) is supported in Q16R2 sup(jσ ,1), then 4R2|α|σ ⩽ Φ(x)〈ξ〉k ⩽ 16R2jσ,
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and this implies |α| ⩽ 4j. Then (A.3.8), (A.3.10) and Leibniz formula give

|∂αξ ∂βx (pj(x, ξ)ϕj(x, ξ))|

⩽
∑
α′⩽α
β′⩽β

(
α
α′

)(
β
β′

) ∣∣∣∂α′

ξ ∂
β′

x ϕj(x, ξ)‖∂α−α
′

ξ ∂β−β
′

x pj(x, ξ)
∣∣∣

⩽ C
|α|+|β|+1
1 α!(β!)σ〈ξ〉m1−|α|−j

k ω(x)m2Φ(x)−|β|−j
(
C2

R

)j
(j!)σ∑

α′⩽α
β′⩽β

(α′!)
−1

(β′!)
−σ
j|α

′|j−σ(|α
′|+|β′|)〈ξ〉|α

′|
k Φ(x)|β

′|χsupp(φj)

where χsupp (φj) is the characteristic function of the support of ϕj. Now, if (x, ξ) ∈
supp (ϕj) we have 〈ξ〉−jk Φ(x)−j ⩽ (4R2jσ)

−j and 〈ξ〉|α
′|

k Φ(x)|β
′| ⩽ C |α′|+|β′|jσ(|α

′|+|β′|), while
(α′!)−1 j|α

′| ⩽ 2jC |α′|. Hence

∣∣Dα
ξD

β
x (pj(x, ξ)ϕj(x, ξ))

∣∣ ⩽ C
|α|+|β|+1
3 α!(β!)σ〈ξ〉m1−|α|

k ω(x)m2Φ(x)−|β|
(
C4

R

)j
where C4 is a constant independent of R. Then, possibly enlarging R and summing over
j we obtain that∣∣Dα

ξD
β
xp(x, ξ)

∣∣ ⩽ C
|α|+|β|+1
5 α!(β!)σ〈ξ〉m1−|α|

k ω(x)m2Φ(x)−|β|

for some C5 > 0 independent of α, β and for Φ(x)〈ξ〉k ⩾ 4R2|α|σ. Similarly, using esti-
mates (A.3.9), (A.3.11), we can prove that p ∈ AGm1,m2

σ,σ (ω, gΦ,k). Then p ∈ AGm1,m2
σ (ω, gΦ,k).

To prove that p ∼
∑

j⩾0 pj we observe that for Φ(x)〈ξ〉k ⩾ 16R2Nσ, we have

p(x, ξ)−
∑
j<N

pj(x, ξ) =
∑
j⩾N

ϕj(x, ξ)pj(x, ξ)

which we can estimate as before.

Proposition A.3.10. Let p ∈ AG0,0
σ (ω, gΦ,k) and θ ≥ σ. If p ∼ 0 in FAG0,0

σ (ω, gΦ,k),
then the operator P is (Φ, θ)-regularizing.

The proof is similar to that of Proposition A.3.4. Using the techniques used in the cal-
culus ofOPAGm1,m2

σ;σ,σ (ω, gΦ,k), one can examine the stability of the classesOPAGm1,m2
σ (ω, gΦ,k)

under transposition, composition and construction of parametrices. One can consider
θ ≥ σ and prove Proposition A.3.5, Theorem A.3.6 and Theorem A.3.8 for the class
OPAGm1,m2

σ (ω, gΦ,k).

137





Appendix B

Sharp Gårding Inequality for a Parameter

Dependent Matrix

I love inequalities. So if somebody shows me a new inequality, I say: “Oh, thats
beautiful, let me think about it,” and I may have some ideas connected to it. The
point of view is that inequalities are more interesting than equalities.

— Louis Nirenberg

In this appendix we prove the sharp Gårding inequality for a matrix pseudodifferential
operator with symbol a(t, x, ξ) in

G1,1{1}(ω, gΦ,k)(1)N ∩G0,0{1, 0, 1}(ω, gΦ,k)(2)N ∩G−1,−1{2, 1, 2, 1}(ω, gΦ,k)(3)N . (B.0.1)

This is used Sections 4.5.5 and 4.5.4 to arrive at an energy estimate. By Propositions
A.2.1 and A.2.2, for any ε ∈ (0, 1),

a ∈ L∞ ([0, 1];G1,1(Φ, gΦ,k)
)
, if θ̃ is bounded, (B.0.2)

t1−εa ∈ C
(
[0, 1];G1,1(Φ, gΦ,k)

)
, otherwise. (B.0.3)

We give below the sharp Gårding inequality when θ̃ is unbounded. The case for bounded
θ̃ follows in similar lines by taking ε = 1 in the proof.

Theorem B.0.1. Let a(t, x, ξ) be 2 × 2 positive semi-definite matrix belonging to the
symbol class given in (B.0.1). Then, for each t ∈ [0, T ] and ε ∈ (0, 1) we have(

t1−εaw(t, x,D)u, u
)
≧ −C‖u‖2, u ∈ S

(
Rn;R2

)
. (B.0.4)

Proof. We have the following region-wise seminorms for a(t, x, ξ):

in Zint(N), |a|gj (w) ≤ h−1θ̃,

in Zmid(N), |a|gj (w) ≤
θ(t)

t
θ̃j,

in Zext(N), |a|gj (w) ≤ h

(
θ(t)

t

)2

eψ(t)θ̃2+j.
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Here w ∈ R2n, g = gΦ,k and the norm of the jth differential at x given by

|f |gj := sup
yl∈R2n

|f (j)(x; y1, . . . , yj)|
/ j∏

1

g(yl)
1
2 .

Using an appropriate affine symplectic transformation one can assume that gΦ,k = he
where e is the Euclidean metric form. Then

in Zint(N), |a|ej(w) ≤ h(j−2)/2θ̃, (B.0.5)

in Zmid(N), |a|ej(w) ≤ hj/2
ω(t)

t
θ̃j, (B.0.6)

in Zext(N), |a|ek(w) ≤ h(j+2)/2

(
ω(t)

t

)2

eψ(t)θ̃2+j. (B.0.7)

Let a(0)t + a
(1)
t (x, ξ) be the first order Taylor expansion of a at (x, ξ) = 0. Let v ∈ R2. By

the above semi-norms we have

in Zint(N),


(
a
(0)
t v, v

)
+
(
a
(1)
t (x, 0)v, v

)
+ |x|2

2
(θ̃v, v) ≧ 0,(

a
(0)
t v, v

)
+
(
a
(1)
t (0, ξ)v, v

)
+ |ξ|2

2
(θ̃v, v) ≧ 0,

(B.0.8)

in Zmid(N),


(
a
(0)
t v, v

)
+
(
a
(1)
t (x, 0)v, v

)
+ |x|2

2

(
θ(t)
t
θ̃2hv, v

)
≧ 0,(

a
(0)
t v, v

)
+
(
a
(1)
t (0, ξ)v, v

)
+ |ξ|2

2

(
θ(t)
t
θ̃2hv, v

)
≧ 0,

(B.0.9)

in Zext(N),


(
a
(0)
t v, v

)
+
(
a
(1)
t (x, 0)v, v

)
+ |x|2

2

(
θ(t)2

t2
eψ(t)θ̃4h2v, v

)
≧ 0,(

a
(0)
t v, v

)
+
(
a
(1)
t (0, ξ)v, v

)
+ |ξ|2

2

(
θ(t)2

t2
eψ(t)θ̃4h2v, v

)
≧ 0.

(B.0.10)

Let us fix 0 < ε < ε′ < 1. Using the definition of the regions, we see that in the whole of
extended phase space

(
t1−ε

′
a
(0)
t v, v

)
+
(
t1−ε

′
a
(1)
t (x, 0)v, v

)
+ |x|2

2
(t1−ε

′
θ̃(t)qv, v) ≧ 0,(

t1−ε
′
a
(0)
t v, v

)
+
(
t1−ε

′
a
(1)
t (0, ξ)v, v

)
+ |ξ|2

2
(t1−ε

′
θ̃(t)qv, v) ≧ 0,

where q = 1 in Zint(N) while in Zmid(N) and Zext(N) q = 2. Since the function θ̃(t) is of
logarithmic type, in the whole of extended phase space, we have t1−ε

(
(a

(0)
t v, v) + (a

(1)
t (x, 0)v, v) + |x|2

2
‖v‖2

)
≧ 0,

t1−ε
(
(a

(0)
t v, v) + (a

(1)
t (0, ξ)v, v) + |ξ|2

2
‖v‖2

)
≧ 0.

From here on we proceed as in [43, Theorem 18.6.14] to obtain the result.
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Certain Examples of Singular Functions

The art of doing mathematics consists in finding that special case which contains
all the germs of generality.

— David Hilbert

In this chapter, we show that the singular behavior specified at a single point (say
at t = 0) is independent from the regularity of the coefficients on the whole [0, T ]. More
precisely, it is possible to construct a function f1 ∈ C1(0, T ] and log-Lipschitz continuous
on [0, T ], such that

lim sup
t→0+

tq |f ′
1(t)| = +∞ (C.0.1)

for all q ≥ 1. Conversely, it is easy to find a function f2 ∈ C([0, T ]) ∩ C1(0, T ] but
Hölder-continuous on [0, T ] for no α < 1, such that

lim sup
t→0+

t |f ′
2(t)| < +∞. (C.0.2)

It easy to come up with an example for the latter case compared to the former. For
example,

f2(t) =

{
0, if t = 0,

e−
√

| ln t|, if t ∈ (0, 1].

Note that the above function satisfies (C.0.2) but it is not Hölder continuous at t = 0
because for any α ∈ (0, 1), tα = o(f2(t)) as t→ 0.

We now construct a function f1 satisfying the estimate C.0.1. Let us begin with the
following lemma.

Lemma C.0.1. Suppose µ is a modulus of continuity with µ′(0) = ∞. There is a µ-
continuous smooth function f on R+, with prescribed derivative pk ∈ R at points of a
prescribed discrete subset (tk)k≥1 of R+ such that f ′(tk) = pk, for all k ≥ 1.

Proof. We may assume without loss of generality that µ(t)
t

is decreasing with supt>0
µ(t)
t

=
+∞ . Let us fix a smooth function φ with support in [−1/2, 1/2] and with φ′(0) = 1 =
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||φ||∞. Define positive numbers δk such that 2k|pk| ≤ µ(δk)
δk

. Let Ik, k ≥ 1 be pairwise
disjoint intervals of length δk centered at tk.

For any k ≥ 1 consider

φk(x) := δkpkφ

(
t− tk
δk

)
(C.0.3)

a smooth function supported in Ik such that φ′
k(tk) = pk and ||φ′

k||∞ = |pk|. It satisfies
|φk(t) − φk(τ)| ≤ 2−kµ(|t − τ |) for all t and τ in R: indeed, to check the latter, it is
sufficient to look at points t and τ both in Ik, and for these points |t− τ | ≤ δk, hence

|φk(t)− φk(τ)| ≤ |pk||t− τ | ≤ 2−k
µ(δk)

δk
|t− τ | ≤ 2−kµ(|t− τ |). (C.0.4)

Let f(t) =
∑∞

k=1 φk. Note that f(t) satisfies the required properties and hence the lemma
is proved.

To obtain a function satisfying the estimate (C.0.1), we define f(t) =
∑∞

k=1 φk with
tk =

1
k

and pk = ek.
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Appendix D

Applications of Singular Hyperbolic Equations

If you are acquainted with the principle, what do you care for a myriad instances
and applications?

— Henry David Thoreau, Walden

In this chapter we describe certain applications of singular hyperbolic equations to
cosmology, transonic gas dynamics (Tricomi equation) and transversal vibrations of elas-
tic string (Kirchhoff equation).

D.1 Cosmology

Singular hyperbolic equations arise naturally in the study of waves propagating in the
universe modeled by the cosmological models with expansion, in particular, the Einstein-
de Sitter (EdeS) spacetime. The EdeS model was jointly proposed by Einstein and de
Sitter [30]. Recently it was used in [71] to study cosmological black holes. In EdeS
spacetime, the wave equation with source term f written in coordinate form is(

∂2t −
1

t4/3
∆x +

2

t
∂t

)
u(t, x) = f, t > 0, x ∈ R3.

By imposing certain weighted initial conditions, the existence of solution to the above
singular hyperbolic equation is proved in [33].

D.2 Transonic Gas Dynamics

Consider the Tricomi equation

(∂2t − t∂2x)u(t, x) = 0. (D.2.1)

Th equation is used to describe the transonic gas dynamics [55]. Our interest is mainly
the case t > 0, i.e., when the equation (D.2.1) is hyperbolic. Under the change of variable
τ = 2

3
t3/2, this yields (

∂2τ − ∂2x +
1

3τ
∂τ

)
u(τ, x) = 0,
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which is Euler-Poison-Darboux (EPD) equation, an example of singular hyperbolic equa-
tion. In fact, the tricomi equation is studied as a special case of EPD equation in [55].

One can generalize the above observations to study the degenerate equations

(∂2t − t2p∂2x)u(t, x) = 0, p > 0.

With the change of variable τ = tp+1

p+1
, the above equation corresponds to the following

singular hyperbolic equation(
∂2τ − ∂2x +

p

p+ 1

1

τ
∂τ

)
u(τ, x) = 0,

which is again the EPD type equation.

D.3 Kirchhoff Type Equations

Let us consider the linear strictly hyperbolic Cauchy problem{
(∂2t − a(t, x)∆x)u(t, x) = 0, in (0, T ]× Rn,

u(0, x) = u0(x), ∂tu(0, x) = u1(x).
(D.3.1)

Suppose that a ∈ C1((0, T ];B(Rn)) and for t > 0, x ∈ Rn,

|∂ta(t, x)| ≤ Ct−1,

|∂βxa(t, x)| ≤ Cβt
−p, p ∈ [0, 1), |β| > 0.

}
(D.3.2)

We have the following result by Cicognani [9].

Theorem D.3.1. (Cicognani [9]) For the Cauchy problem (D.3.1) satisfying the condi-
tions (D.3.2), There are positive constants C, κ such that for every u ∈ C([0, T ];Hs+1(Rn))∩
C1([0, T ];Hs(Rn)) satisfying (D.3.1) we have

‖u(t)‖s−κ + ‖∂tu(t)‖s−1−κ ≤ C(‖u(0)‖s + ‖∂tu(0)‖s−1), 0 ≤ t ≤ T. (D.3.3)

In (D.3.2) one can replace t−1 and t−p with |T0 − t|−1 and |T0 − t|−p, respectively,
T0 ∈ [0, T ], t 6= T0. One can apply the inequality (D.3.3) to study of the blowup rate in
some nonlinear equations. For instance, consider a smooth solution u for t < T of (D.3.1)
for n = 1 and

a(t, x, u) := a

(∫ t

0

∂xu(s, x)ds

)
, a(y) ≥ a0 > 0,

such that ∣∣∂βxu(t, x)∣∣ ≤ Cβ(T − t)−1, t < T.

If a′ is bounded and |a(j)(y)| ≤ Aje
µ|y| for µ < 1/C1 and j ≥ 2, then a(t, x) satisfies

(D.3.2) with p ∈ (µC1, 1), and t−1, t−p replaced with (T − t)−1, (T − t)−p, respectively.
So the inequality (D.3.3) implies u ∈ C∞ even for t = T . This suggests that (T − t)−1

is not a sufficient breakdown rate of the derivatives ∂βxu to have blow-up of u at t = T.
This can be compared with the results in [1].

144



D.3. Kirchhoff Type Equations

Next, consider the Cauchy problem (D.3.1) where the coefficient a is a function of t
alone, i.e., a := a(t) ∈ C2([0, T )) and satisfies following conditions

a0 ≤ a(t) ≤ a1,

|a(j)(t)| ≤ (C(T − t)−1)−j, j = 1, 2,

}
(D.3.4)

for some positive constants a0, a1 and C. We have the following result by Hirosawa [39].

Theorem D.3.2. (Hirosawa [39]) The Cauchy problem (D.3.1) with the coefficient as
in (D.3.4) is L2 well-posed, i.e., there is no loss of regularity at t = T.

We now apply Theorem D.3.2 to estimate the existence time for a nonlinear wave
equation of Kirchhoff type given by

{
(∂2t − (1 + ‖∇u(t, ·)‖2)∆x)u(t, x) = 0, (t, x) ∈ [0,∞)× Rn,

u(0, x) = u0(x), ut(0, x) = u1(x),
(D.3.5)

where ‖∇u(t, ·)‖2 =
∑n

j=1

∫
Rn
∣∣∂xju(t, x)∣∣2 dx.

Kirchhoff [49] proposed the Kirchhoff equation to study small transversal vibrations
of an elastic string with fixed ends which is composed of a non-homogeneous material.
The distinct points can have distinct densities and tensions. This equation is deduced in
[31, Section 2].

Now we shall prove the local solvability of (D.3.5). One of characteristics of Kirchhoff
equation is that the solution satisfies an energy conservation law, that is, the following
total energy E(t)

E(t) :=
1

2

(
‖ut(t, ·)‖2 + ‖∇u(t, ·)‖2 + 1

2
‖∇u(t, ·)‖4

)
is conserved with respect to t, where ‖u(·)‖ denotes the usual L2 (Rn) norm. Namely,
the first order derivatives of the solution are uniformly bounded with respect to t in
L2 (Rn). However, the boundedness of the second-order derivatives are not clear. The
most essential problem is how one can show it. Let us estimate the usual second order
hyperbolic energy E1(t) for (D.3.5)

E1(t) :=
1

2

(
‖ut(t, ·)‖21 + a(t)‖∇u(t, ·)‖21

)
,

where
a(t) = 1 + ‖∇u(t, ·)‖2,

and ‖u(·)‖1 = ‖∇u(·)‖. Using the energy conservation law and Cauchy-Schwarz inequal-
ity we have

E ′
1(t) =

1

2
a′(t)‖∇u(t, ·)‖21 ⩽ |a′(t)|E1(t),

and
|a′(t)| = 2 |〈∇u(t, ·),∇ut(t, ·)〉| ⩽ 4E(0)1/2E1(t)

1/2, (D.3.6)
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where 〈u(·), v(·)〉 denotes the usual L2 (Rn) inner product. Therefore, we obtain

E1(t) ⩽
1

4E(0) (T1 − t)2
with T1 =

1

2E(0)1/2E1(0)1/2
. (D.3.7)

It follows that E1(t) is bounded just before t = T1, but E1(t) is estimated from above
only by an unbounded function near t = T1. Therefore, E1(t) may blow up at t = T1 at
the worst. That is all which has been already known about the local solvability under
the assumptions E(0) <∞ and E1(0) <∞.

However, we can show that the time T1 is not a really critical time by applying
Theorem D.3.2. Without loss of generality let E(0) ⩾ 1

16
. From (24) and (25) we have

|a′(t)| ⩽ 2 (T1 − t)−1

and
|a′′(t)| = 2

∣∣−a(t)‖∆u(t, ·)‖2 + ‖∇ut(t, ·)‖2
∣∣ ⩽ 4E1(t) ⩽ 4 (T1 − t)−2 .

Therefore, by Theorem D.3.2 with T = T1 from (D.3.7), the solution u of (D.3.5) exists
without loss of regularity at t = T1. More precisely, Theorem D.3.2 ensures that there
exists a constant E0 > 1 which depends only on E(0) such that the a priori estimate
E1(t) ⩽ E0E1(0) holds for any t ∈ [0, T1). It follows from an usual argument that we can
prove the existence of a unique solution of (D.3.5) at t = T1 satisfying E1 (T1) ⩽ E0E1(0).
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